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Abstract—Privacy is a critical issue when the data owners outsource data storage or processing to a third party computing service, such as the cloud. In this paper, we identify a cloud computing application scenario that requires simultaneously performing secure watermark detection and privacy preserving multimedia data storage. We then propose a compressive sensing (CS)-based framework using secure multiparty computation (MPC) protocols to address such a requirement. In our framework, the multimedia data and secret watermark pattern are presented to the cloud for secure watermark detection in a CS domain to protect the privacy. During CS transformation, the privacy of the CS matrix and the watermark pattern is protected by the MPC protocols under the semi-honest security model. We derive the expected watermark detection performance in the CS domain, given the target image, watermark pattern, and the size of the CS matrix (but without the CS matrix itself). The correctness of the derived performance has been validated by our experiments. Our theoretical analysis and experimental results show that secure watermark detection in the CS domain is feasible. Our framework can also be extended to other collaborative secure signal processing and data-mining applications in the cloud.
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I. INTRODUCTION

The cloud computing technologies are growing, and it is more economical for the data holders to shift data storage or signal processing computations to the cloud instead of purchasing hardware and software by themselves. Ideally, the cloud will store the data and perform signal processing or data-mining in an encrypted domain in order to preserve the data privacy. Meanwhile, due to the rapid growth of the Internet and social networks, it is very easy for a user to collect a large amount of multimedia data from different sources without knowing the copyright information of those data. The user may want to take advantage of the cloud for storage, and at the same time, work with copyright owners for watermark detection while keeping those self-collected multimedia data private. The watermark pattern owner wants to keep their watermark patterns private during the watermark detection as well. A legal cloud offering storage services may also desire to participate in watermark detection initiated by the users, or initiate watermark detection itself without the involvement of the users, to check if the uploaded multimedia data is copyright protected. Another benefit of storing the encrypted multimedia data and facilitating encrypted domain watermark detection in the cloud is that those encrypted data can be reused if the image data holder (or the cloud) needs to work with other watermark owners later for secure watermark detection.

Traditional secure watermark detection techniques are designed to convince a verifier whether or not a watermark is embedded without disclosing the watermark pattern so that an untrusted verifier cannot remove the watermark from the watermarked copy [1], [2]. Two types of approaches have been proposed for secure watermark detection: asymmetric watermarking [3], [4] and zero-knowledge watermark detection [5]–[7]. However, most of the existing secure watermark detection works assumes the watermarked copy are publicly available and focus on the security of the watermark pattern, while the privacy of the target media on which watermark detection is performed has received little attention. But for some applications such as the scenario given above, it is required to protect the multimedia data’s privacy in the watermark detection process. Performing privacy preserving storage and secure watermark detection simultaneously is possible by using the existing secure watermark detection technologies such as zero-knowledge proof protocols [5]–[7] that transform the multimedia data to a public key encryption domain. However, their limitations, such as complicated algorithms, high computational and communication complexity [1], and large storage consumption in the public key encryption domain, may impede their practical applications.

In this paper, we propose a compressive sensing based privacy preserving watermark detection framework that leverages secure multiparty computation and the cloud. It has been shown that many signal processing algorithms performed in the CS domain have very close performance as performed in the original domain [17]–[19]. Using random matrix transformation for privacy preserving data-mining has also been proposed, e.g., by Liu et al. [11], which proposed a random projection data perturbation approach for privacy preserving...
collaborative data-mining. Lu et al [12], [13] have proposed a secure image retrieval system through random projection and have proven that the proposed random projection domain multimedia retrieval system is secure under the Ciphertext Only Attack model (COA) and the semi-honest model [10]. Furthermore, [20], [21] show that CS transformation can achieve computationally secure encryption. These works indicate that signal processing or data-mining in the CS domain is feasible and is computationally secure under certain conditions.

In our framework, the target image/multimedia data is possessed by the image holder only. A compressive sensing matrix is issued by a certificate authority (CA) server to the image holder. The image holder transforms the DCT coefficients of the image data to a compressive sensing domain before outsources it to the cloud. For secure watermark detection, the watermark is transformed to the same compressive sensing domain using a secure multiparty computation (MPC) protocol and then sent to the cloud. The cloud only has the data in the compressive sensing domain. Without the compressive sensing matrix, the cloud cannot reveal the original multimedia data and the watermark pattern. The cloud will perform watermark detection in the compressive sensing domain. The image data in the compressive sensing domain can be stored in the cloud and reused for detection of watermark from many other watermark owners.

Our system is secure under the semi-honest [10] assumption that all parties comply with the protocol’s procedure strictly, and none of them will actively withdraw midway or incorporate false or malicious data. No two parties will collude to attack a third one. But during the computing process, they may try to keep all the intermediate information, so that they can infer others’ input after the process. Semi-honest model is a reasonable assumption for adversaries such as third-party service providers [13].

The rest of this paper is organized as follows. In Section II, we show that watermark detection in the CS domain is viable theoretically, and the expected performance is derived. Section III gives the details of the proposed framework together with some analysis. Section IV presents the experimental results. The paper concludes in Section V.

II. WATERMARK DETECTION IN THE COMPRESSIVE SENSING DOMAIN

In this section, we first introduce the compressive sensing theory and related works on signal processing in the compressive sensing or random projection domain. We then introduce the statistical correlation based watermarking scheme proposed by Zeng and Liu [8], based on which we show that correlation based watermark detection in the compressive sensing domain is feasible. We also present a theoretical performance analysis of watermark detection in the compressive sensing domain.

A. Compressive Sensing

Restricted Isometry Property (RIP): A vector \( x \in \mathbb{R}^n \) is k-sparse if \( |\{j : |x_j| > 0\}| \leq k \). A matrix \( \Phi \in \mathbb{R}^{m \times n} \) is said to have the Restricted Isometry Property of order k and level \( \delta \in (0, 1) \) (equivalently, \((k, \delta)\)-RIP) if

\[
(1 - \delta) \|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta) \|x\|_2^2
\]

for all k-sparse \( x \in \mathbb{R}^n \). The restricted isometry constant \( \delta_k \) is defined as the smallest value of \( \delta \) for which the above inequality holds.

The compressive sensing theory [14] asserts that when a signal can be represented by a small number of non-zero coefficients, it can be perfectly recovered after being transformed by a limited number of incoherent, non-adaptive linear measurements. Suppose a signal \( s \in \mathbb{R}^n \) is a k-sparse vector (only \( k \) out of the \( n \) elements of \( s \) are nonzero) and can be transformed to \( x \in \mathbb{R}^m \), \( m < n \), where \( x = \Phi s \).

If \( \Phi \) satisfies RIP, it can be shown [14] that solving the below optimization problem:

\[
\min \|x\|_1 \quad \text{s.t.} \quad x = \Phi m \times n
\]

is equivalent to finding the sparsest solution \( s \) to \( x = \Phi m \times n \), provided \( m \geq C \log(n/k) \), where \( C \) is a small constant.

Eq. (2) presents a L1 minimization problem which can be solved by orthogonal matching pursuit (OMP) algorithms [16]. It has been shown [15] that there are many ways to construct a matrix \( \Phi \) that meets the RIP property, e.g., if the entries of matrix \( \Phi \) are generated from a Gaussian distribution with zero mean and variance \( 1/m \), \( \Phi \) is a RIP matrix with overwhelming probability. In our framework, the compressive sensing matrix is generated from such a Gaussian distribution.

Most of the literature of compressive sensing has focused on improving the speed and accuracy of compressive sensing reconstruction. Davenport et al [17] take some initial steps towards a more general framework called compressive signal processing (CSP), which shows fundamental signal processing problems such as detection, classification, estimation, and filtering can be solved in the compressive sensing domain. Hsu et al [19] use compressive sensing to learn to predict compressed label vectors and then reconstruct the learned compressed label vectors. It provides mathematical proof and experimental results that show prediction of sparse vectors could be done in the compressive sensing domain. Calderbank et al [18] give some theoretical results and show that compressed learning, learning directly in the compressed domain, is possible. It gives the tight bounds demonstrating that the linear kernel SVM’s classifier in the measurement domain, with high probability, has an accuracy close to the accuracy of the best linear threshold classifier in the original data domain.

Earlier than the birth of the compressive sensing theory, random projection using the Johnson-Lindenstrauss Lemma [11] was also used for privacy preserving data-mining. The paper by Liu et al [11] gave the following lemma about linear correlation in the compressive sensing domain:

Lemma 1. [11]: Let \( X = \{x_i\} \), \( Y = \{y_i\} \) be two \( n \)-dimensional vectors and \( \Phi \) be an \( m \times n \)-dimensional
random matrix. Each entry of $\Phi_{m \times n}$ is independent and identically chosen from Gaussian distribution with mean zero and variance $1/m$. Further, let $P = \Phi_{m \times n} X$; and $R = \Phi_{m \times n} Y$.

Then:

$$E[X^T Y - P^T Y] = 0$$

$$Var[X^T Y - P^T Y] = \frac{1}{m} \left( \sum_{i=1}^{n} x_i^2 \sum_{i=1}^{n} y_i^2 + \left( \sum_{i=1}^{n} x_i y_i \right)^2 \right).$$

B. Correlation Based Watermarking System

In Zeng and Liu's work [8], watermarks are embedded in the discrete cosine transform (DCT) domain. Let the feature set $\{d_i\}$ be the set of selective DCT coefficients (i.e., those with absolute values larger than certain perceptual thresholds) excluding the DCS. The embedding process is $d'_i = d_i + w_i$, where $\{w_i\}$ is the inserted watermark signal which is derived from the watermark pattern $\{y_i\}$. In the detection process, the test feature set $\{x_i\}$ is correlated with the watermark pattern $\{y_i\}$. Detection of the watermarks is accomplished via the hypothesis testing:

$H_0: x_i = d_i + n_i$, without watermark

$H_1: x_i = d_i + w_i + n_i$, with watermark

where $n_i$ is the noise. The normalized correlating detector outputs the test statistic $q$, which is compared to a threshold $T$ to determine if the image contains the claimed watermarks:

$$q = \frac{\sum_{i=1}^{n} z_i}{\sqrt{V_{z_i}}} = \frac{M_{z_i}}{\sqrt{V_{z_i}}}$$

where $z_i = x_i y_i$, $n$ is the size of the feature set $\{z_i\}$, $M_{z_i}$ and $V_{z_i}$ are the sample mean and sample variance of $z_i$, given by:

$$M_{z_i} = \frac{\sum_{i=1}^{n} z_i}{n}; \quad V_{z_i} = \frac{\sum_{i=1}^{n} (z_i - M_{z_i})^2}{n - 1}$$

Then under hypothesis $H_0$, for large $n$, $q$ is approximately a normal distribution $q \sim N(0, 1)$. Under $H_1$, $q \sim N(\mu, 1)$, where $\mu > 0$.

C. Watermark Detection in the Compressive Sensing Domain

Compressive sensing or random sampling domain linear correlation hypothesis test has been proven feasible and the error bound analysis has been given in works such as [17], [22]. In [17], [22], the analysis is based on the Neyman-Pearson detector and the statistic for detection is computed given that the random projection matrix $\Phi$ is known. However, in the scenarios addressed in our work, the entity who performs watermark detection does not have access to $\Phi$, as described in Section III.A. In our work, the statistic is calculated based only on the observation in the compressive sensing domain. We not only demonstrate that the statistical correlation hypothesis test based watermark detection is feasible by using only the data in the CS domain, but also show specifically what parameters will affect the watermark detection performance.

Let vector $X$ and $Y$ represent the sets $\{x_i\}$ and $\{y_i\}$ in Section II.B respectively:

$$X = [x_1, x_2, \ldots, x_n]^T; \quad Y = [y_1, y_2, \ldots, y_n]^T$$

Let the compressive sensing matrix be $\Phi_{m \times n}$ whose entries $\Phi_{i,j}$ have the distribution given in Lemma 1, then after the projection we have:

$$P = [p_1, p_2, \ldots, p_m]^T = \Phi_{m \times n} X$$

$$R = [r_1, r_2, \ldots, r_m]^T = \Phi_{m \times n} Y$$

where given $X$ and $Y, \{p_i\}$ and $\{r_i\}$ are both i.i.d. Gaussian. Similarly, we define the statistic $q^{cs}$ in the CS domain as:

$$q^{cs} = \frac{\sum_{i=1}^{m} z^{cs}_{i}}{V_{z^{cs}_{i}} * \sqrt{m}}$$

where $z^{cs}_{i} = p_i r_i$; Then under $H_0$, for large $m$, $q^{cs}$ is approximately a normal distribution with unit variance, $q^{cs} \sim N(0, 1)$. Under $H_1$, $q^{cs} \sim N(\mu^{cs}, 1)$, where $\mu^{cs} > 0$.

To analyze the relationship between $\mu$ and $\mu^{cs}$, let us look at the conditional expectation of $q^{cs}$, given $X, Y$:

$$E \left( q^{cs} | X, Y \right) = E \left( \frac{1}{V_{z^{cs}_{i}}^{1/2}} | X, Y \right)$$

$$= E \left( \frac{M_{z^{cs}_{i}}}{\sqrt{V_{z^{cs}_{i}}}} | X, Y \right)$$

$$+ Cov \left( \frac{1}{V_{z^{cs}_{i}}^{1/2}}, \frac{1}{V_{z^{cs}_{i}}^{1/2}} | X, Y \right)$$

Since $\{f(x) = \frac{1}{x}, \text{where } x > 0\}$ is a convex function, according to the Jensen’s inequality: $E(f(x)) \geq f(E(x))$.

Then we have:

$$E \left( \frac{1}{V_{z^{cs}_{i}}^{1/2}} | X, Y \right) \geq \frac{1}{E \left( \frac{V_{z^{cs}_{i}}^{1/2}}{m} | X, Y \right)}$$

Since $f(x) = \sqrt{x}$, where $x > 0$ and $f(x) > 0$ is a concave function, according to the Jensen’s inequality: $E(f(x)) \leq f(E(x))$.

$$\frac{1}{E \left( \frac{V_{z^{cs}_{i}}^{1/2}}{m} | X, Y \right)} \leq \frac{1}{\sqrt{E \left( \frac{V_{z^{cs}_{i}}^{1/2}}{m} | X, Y \right) \times m}}$$

Then:

$$E \left( q^{cs} | X, Y \right) \geq Cov \left( \frac{\sum_{i=1}^{m} z^{cs}_{i}}{V_{z^{cs}_{i}}^{1/2}} \frac{1}{V_{z^{cs}_{i}}^{1/2}} | X, Y \right)$$

$$+ E \left( \frac{\sum_{i=1}^{m} z^{cs}_{i}}{V_{z^{cs}_{i}}^{1/2}} | X, Y \right)$$

$$\sqrt{E \left( \frac{V_{z^{cs}_{i}}^{1/2}}{m} | X, Y \right) \times m}$$

Lemma 2. Let the compressive sensing matrix $\Phi_{m \times n}$ be an $m \times n$-dimensional random matrix. Each entry of $\Phi_{m \times n}$ is independently and identically chosen from a Gaussian distribution with mean zero and variance $1/m$. Then, given $X, Y$,

$$E \left( \frac{V_{z^{cs}_{i}}^{1/2}}{m} | X, Y \right) = \frac{1}{m} \left( \sum_{a=1}^{n} x_a y_a \right)^2 + \sum_{a=1}^{n} x_a^2 \sum_{a=1}^{n} y_a^2$$

Proof of Lemma 2: Please see Appendix I for the proof.
Based on Lemma 1 and Lemma 2, we have:

$$E\left(\sum_{i=1}^{m} z_{i}^{2s}\right) + E\left(V_{z_{i}}^{2}\right) = m$$

$$\sqrt{E\left(V_{z_{i}}^{2}\right) | X, Y} \approx \beta$$

Then, from Eq. (9), we have:

$$E(q^{cs}|X, Y) \geq Cov\left(\sum_{i=1}^{m} z_{i}^{2s}, \frac{1}{\sqrt{V_{z_{i}}^{2}}} | X, Y\right) + \beta \approx \beta$$  \hspace{1cm} (11)

It is well known in statistics that when a random variable is i.i.d Gaussian, its sample mean and sample variance are independent [27]. \{\epsilon_{i}\} is not i.i.d Gaussian, however, our experimental results (see Section IV.C) validate that the covariance term in Eq. (11) is very small (close to zero). From the \(\beta\) above, we can see that given the original input \(X\) and \(Y\) for watermark detection, the statistic \(q^{cs}\)'s mean value \(\mu^{cs}\) is affected by the CS matrix height \(m\): if \(m\) is smaller, the \(\mu^{cs}\) will be smaller. In the experimental results section, we show that \(\beta\) is validated to be very close to the mean of the statistic \(q^{cs}\). This is important since the expected watermark detection performance \(q^{cs}\) can be estimated by \(\beta\) (for example during the watermark embedding process) disregard the actual CS matrix used later by other parties for secure watermark detection.

The statistic \(q\) of the original domain is defined as \(M_{z_{i}} / \sqrt{V_{z_{i}}^{2}/n}\). In order to find the relationship between \(\beta\) and \(q\), we need to compare the relationship between \(V_{z_{i}}^{2}/n\) and \(1/n\) \(\sum_{i=1}^{n} \left(x_{a}y_{a}\right)^{2} + \sum_{a=1}^{n} x_{a}^{2} \sum_{a=1}^{n} y_{a}^{2}\) as:

$$\lambda = \frac{1}{m^{2}} \left(\sum_{a=1}^{n} x_{a}y_{a}^{2} + \sum_{a=1}^{n} x_{a}^{2} \sum_{a=1}^{n} y_{a}^{2}\right)$$

\begin{align*}
&\geq \frac{1}{m^{2}} \left(\sum_{a=1}^{n} x_{a}^{2} \sum_{a=1}^{n} y_{a}^{2} + 2M_{z_{i}}^{2}\right) \\
&\geq \frac{1}{m} \left(\sum_{a=1}^{n} x_{a}y_{a}^{2} - nM_{z_{i}}^{2}\right) \\
&= \frac{1}{m^{2}} \left(n(n-1) - \frac{(x_{a}y_{a})^{2} - M_{z_{i}}^{2}}{n-1}\right) \\
&\approx \frac{1}{n} \left(x_{a}y_{a}^{2} + M_{z_{i}}^{2}\right) - \frac{(x_{a}y_{a})^{2} - M_{z_{i}}^{2}}{n} \\
&= \frac{1}{n} \left(x_{a}y_{a}^{2} - (x_{a}y_{a})^{2} + 2M_{z_{i}}^{2}\right) \quad (Since \ n \approx n-1) \\
\end{align*}

$$\gamma = q / \beta \geq \sqrt{1 + \frac{\lambda}{V_{z_{i}}^{2}/n}} \geq \sqrt{1 + \frac{(x_{a}y_{a})^{2} - (x_{a}y_{a})^{2} + 2M_{z_{i}}^{2}}{V_{z_{i}}^{2}}} \quad (13)$$

A larger \(\gamma\) means larger watermark detection distortion caused by the CS transformation.

III. THE PROPOSED FRAMEWORK

We first provide an overview of the proposed framework in Section III.A. The framework relies on a secure CS transformation protocol which is introduced in Section III.B. The complexity and security analysis of the framework is given in Section III.C.

A. The Framework

There are three parties in the proposed framework, the data holders (DH) of the potentially watermarked images, the watermark owners (WO) and the cloud (CLD) as illustrated in Fig. 1. The framework also requires a certificate authority (CA) to issue the public keys and CS matrix keys to certain parties of the framework. For DH (e.g., media agencies), when it collects a large volume of multimedia data from the Internet and stores their encrypted versions in the CLD, it wants to make sure those multimedia can be edited and republished legally. Watermark owners (WOs) are also the content providers who distribute their watermarked content (the watermark embedding is performed by WO before the contents are published). WOs always want to know if their contents are legally used and republished.

In some scenarios, not only DH and WO care about the copyright of the multimedia data, certain CLD who offers storage services may also desire to initiate the watermark
needs to let the WO know which DCT channels are used if we assume that the DH has such information, the DH information about the criteria for the selection process. Even however, the DH in our framework may not have the information about the criteria for the selection process.

DCT channels for watermark detection as shown in Fig. 3(a). We use the CA to issue the random function to guarantee the randomness of the generated Gaussian CS matrix. The CA also needs to issue a Paillier public key pair to the DH and the DH’s public key to the WO. The public key is used for the MPC based CS transformation protocol as discussed in Section III.B.

In our framework, initially, the CA needs to issue CS matrix suites to the DH. The CS matrix suites include the seeds and the random function used to generate the Gaussian CS matrix. We use the CA to issue the random function to guarantee the randomness of the generated Gaussian CS matrix. The CA also needs to issue a Paillier public key pair to the DH and the DH’s public key to the WO. The public key is used for the MPC based CS transformation protocol as discussed in Section III.B.

In general, the DH also has a different private compressive sensing matrix (derived from the seed) for each image. DH transforms the image’s DCT coefficients to the compressive sensing domain and let CLD have the CS domain data for storage. If watermark detection with WO is required, we need to let CLD have the watermark in the same CS domain, which is achieved through running a secure multiparty protocol (Protocol 2: Secure CS transformation protocol to be introduced in Section III.B) by DH, WO and CLD collaboratively under the semi-honest model [10]. Then CLD can detect if the watermark exists in the CS domain and let both DH and WO know the detection results. After Protocol 2 is executed, the compressive sensing matrix and the watermark pattern are still the secret values of the image holder and the watermark pattern owner respectively. In the framework, each CS matrix is used only once to encrypt the images’ DCT coefficients, which is proven to be computationally secure in [21]. Note, however, that a CS encrypted image will be stored and reused for secure detection of multiple watermarks on the same image.

In Zeng and Liu’s work [8], the best watermark detection performance is achieved by using selective DCT coefficients for detection [i.e., select the potentially watermark embedded DCT channels for watermark detection as shown in Fig. 3(a)]. However, the DH in our framework may not have the information about the selection criteria. Even if we assume that the DH has such information, the DH needs to let the WO know which DCT channels are used for watermark detection. This will cause two issues for the framework. Firstly, the privacy issue: the image information of the DH might be leaked to the WO. Secondly, DH needs to send WO a large amount of data describing the selected DCT channels. To ensure the watermark detection performance, in our framework, DCT coefficients in the zig-zag order are split into two groups DCT1 and DCT2, as shown in Fig. 2. DCT1 [i.e., grey areas in Fig. 3(b)] includes the DC coefficients and potentially higher frequency AC coefficients, and DCT2 [i.e., white areas in Fig. 3(b)] includes the lower frequency AC coefficients. The CS transformation of DCT2 serves for both secure watermark detection and privacy preserving storage only. This is because the watermark detection performance in the CS domain will be penalized if the coefficients from DCT1 are included. Note that in Zeng and Liu’s work [8], most watermarks are embedded in the low- and mid-frequency AC coefficients, while DC coefficients and most of the higher frequency AC coefficients are not even selected for watermark embedding [as demonstrated in Fig. 3(a)]. Including DC and higher frequency AC coefficients (none-watermark carriers) will introduce noises for the watermark detection in the CS domain, as will be shown in our experimental results section. The DH needs to synchronize with WO about DCT2 (e.g., Top 20 AC coefficients in the zig-zag order).

B. Secure CS Transformation Protocol

Our secure CS transformation protocol is a secure multiparty computation (MPC) protocol, the general goal of which is to enable parties to jointly compute a function over their inputs, while keeping these inputs private. Since the CS transformation essentially is a scalar product between vectors, our secure CS transformation protocol is constructed from secure scalar product protocol.

1) Secure Scalar Product Protocol: There are many existing secure scalar protocols such as homomorphism based, commodity server based, secret sharing based techniques as summarized in [24]. Homomorphism based techniques only require two parties to be involved in the computation process and let the third party have the final results, which is the best fit for our scenario. In this paper, we adopt the protocol proposed by Goethals et al [25] based on the Paillier public key system and its homomorphism properties. The definition
of homomorphism and the Paillier public key system are presented below:

Homomorphism:

Given two algebra systems A and B, • and o are the operations in A, B, respectively. If ∀ x, y ∈ A, we have
\[ f(x \circ y) = f(x) • f(y) \]
then the mapping f: A → B is called A to B’s homomorphism.

Paillier Cryptosystem [23]:

Let \( N = ps \), where p and s are two large primes. Choose \( g \in \mathbb{Z}_{N^2}^\times \) (integers less than \( N^2 \) but bigger than zero) such that the order of \( g \) is divisible by \( N \). Any such \( g \) is the form of \( g \equiv (1 + N)^a b^N \mod N^2 \) for a pair \((a, b)\), where \( g \in \mathbb{Z}_N \) and \( g \in \mathbb{Z}_N^\times \). Let \( \lambda = \text{lcm}(p - 1, s - 1) \) (\( \text{lcm} \) means least common multiple). Then the public key is \((g, N)\) and the private key is \( \lambda \). Let \( E_{pk}(m, r) \) be the encryption function using the public key, where \( m \) is the plaintext message and \( r \in \mathbb{Z}_N \) is the blinding factor. Let \( D_{sk}(c) \) be the decryption function using private key, where \( c \) is the ciphertext. The Paillier public key system has the following homomorphic properties:

\[
\begin{align*}
D_{sk}(E_{pk}(m_1, r_1) \cdot E_{pk}(m_2, r_2) \mod N^2) &= m_1 + m_2 \mod N \quad (a) \\
D_{sk}(E_{pk}(m_1, r_1)^{m_2} \mod N^2) &= m_1 \cdot m_2 \mod N \quad (b)
\end{align*}
\]

Goethals’s original protocol contains two parties who will share the final scalar product. It is straightforward to extend it to a three party protocol, in which the added party will have the final scalar product result, as shown in Protocol 1.

### Protocol 1. Private secure scalar protocol

**Input:** DH owns private vector \( \tilde{x} \in \mathbb{Z}^M \) and WO owns private vector \( \tilde{y} \in \mathbb{Z}^M \)

**Output:** Only CLD gets product \( \tilde{x} \cdot \tilde{y} \).

1. **Setup phase. DH does:**
   - Generate a Paillier key pair \((sk, pk)\). Send \( pk \) to WO
2. **DH does for \( i \in \{1, \ldots, M\} \):**
   - Generate a random new number \( r_i \). Send \( c_i = E_{pk}(\tilde{x}_i, r_i) \) to WO.
3. **WO does:**
   - Set \( w = \prod_{i=1}^M c_i^{5i} \)\.
   - Generate a random plaintext \( s_B \in \mathbb{Z} \) and a random number \( r' \in \mathbb{Z} \).
   - Send \( w' = w \cdot E_{pk}(-s_B, r') \) to DH. Send \( s_B \) to CLD.
4. **DH does:**
   - Computes \( s_A = D_{sk}(w') = \tilde{x} \cdot \tilde{y} - s_B \) and sends \( s_A \in \mathbb{Z} \) to CLD.
5. **CLD has \( \tilde{x} \cdot \tilde{y} = s_A + s_B \).**

2) **Secure CS Transformation Protocol:** Based on Protocol 1, it is straightforward to give the secure CS transformation protocol (Protocol 2).

### Protocol 2. Secure CS transformation

**Input:** DH has CS matrix \( \Phi_{mxn} \), WO has \( \tilde{v} \), an \( n \times 1 \) vector.

**Output:** CLD has \( \tilde{k} = \Phi_{mxn} \cdot \tilde{v} \).

Between DH and WO, for all \( \tilde{\eta}_j \), where \( 1 \leq j \leq m \), a row of \( \Phi_{mxn} \), apply Protocol 1, let CLD have \( \tilde{\eta}_j \cdot \tilde{v} \). Finally, CLD will have \( \tilde{k}_{mx1} = \Phi_{mxn} \cdot \tilde{v} \).

3) **Handling Real Values Through Scaling:** The Paillier public key system only takes positive integers as input, while our framework involves real-number values. We scale the floating point values into integer values with certain scaling factor. Negative integers are represented by the upper half of the range \([0, N - 1]\) (\( N \) is the modulo) in a modulo field, e.g., \(-1\) is represented as \( N - 1\), as suggested in [26]. We show how to handle negative values in the Paillier homomorphic properties (a) and (b). Given two messages \( m_1 \) and \( m_2 \) to encrypt, and without loss of generality, assume \( m_1 \) is a positive number and \( m_2 \) is negative, where \( |m_1|, |m_2| \in \mathbb{Z}_N \). Let \( N + m_2 \) represent \( m_2 \), we have:

\[
D_{sk}(E_{pk}(m_1, r_1) \cdot E_{pk}(N + m_2, r_2) \mod N^2) = m_1 + m_2 \mod N = \tau,
\]

then:

\[
m_1 + m_2 = \begin{cases} 
\tau - N, & \tau > N/2 \\
\tau + N, & \tau \leq N/2
\end{cases}
\]

\[
D_{sk}(E_{pk}(m_1, r_1)^{N + m_2} \mod N^2) = m_1 \cdot (N + m_2) \mod N = \tau,
\]

then:

\[
m_1 \cdot m_2 = \begin{cases} 
\tau - N, & \tau > N/2 \\
\tau + N, & \tau \leq N/2
\end{cases}
\]

C. Analysis

1) **Complexity Analysis:** When the CLD has the image and the watermark pattern in the CS domain, watermark detection in the CS domain only involves linear correlation, hence only introducing negligible computational overhead. The computational and the communication complexity of Protocol 2 is based on Protocol 1. When the watermark size is \( n \) and the CS matrix size is \( m \times n \), WO performs \( m \times n \) exponentiations and \( n \) encryptions in the public key domain, and DH performs \( m \times m \) encryptions and \( m \) decryptions in the public key domain. For communication complexity, DH sends WO \( m \times n \) public key encrypted values and WO sends DH \( m \) public key encrypted values.

Note that the DH might be a computationally weak party such as a mobile device. In our framework, the complexity of DH is reduced when there are multiple watermark owners who are interested in performing watermark detection. When there are multiple watermark owners who are involved in performing watermark detection on an image, the data holder can send the public key encrypted CS matrix to the cloud (i.e., Step 1&2 of Protocol 1 only needs to be done once for all watermark owners). The watermark owners can get the public key encrypted CS matrix from the cloud to continue the secure CS transformation protocol. Then DH only needs to receive \( m \) public key encrypted values and decrypt them (Step 4) for every run of Protocol 2.

In a practical system, some trade-offs between complexity and security could be considered. When a user has many images, the same CS matrix could be used multiple times for multiple images so that a CS encrypted watermark pattern could be stored and reused for secure watermark detection on multiple images. However, the security level of the CS transformation encryption might be sacrificed due to multi-time use of the same CS matrix on different images, as discussed in Section III.C.(2).
2) Security Analysis: It has been proven in the original paper [25] that Goethals’s secure scalar protocol is secure under the semi-honest model. It is straightforward to see that the MPC protocols (Protocol 1&2) are also secure under the semi-honest assumption that all the parties follow the protocol strictly and no two parties will collude to attack a third party. After running the secure CS transformation protocol, DH and WO do not leak their private values to other parties. Only the CLD has the image data and watermark pattern in the CS domain.

The security of using compressive sensing transformation as an encryption has been explored in [20] and [21] and it was concluded that it is computationally secure under the brute force and structured attacks when each CS matrix is used only one time. So if the data holder encrypts different images with different CS matrix keys, the CS domain data are secure in the cloud.

When watermark detection with multiple watermark patterns is required for a certain image, multiple watermark patterns in the same CS domain are presented to the CLD. Such a scenario is similar to the system proposed by Lu et al [12], [13] for secure image retrieval. As discussed in the security analysis given in [12] and [13], when multiple data in the same random projection domain (ciphertext only) are obtained by a third party, it gains no additional information other than the correlations between different data. The leakage of correlation between the image and watermark patterns is inevitable since we desire the CLD to provide such watermark detection services. Since the watermark patterns we use are i.i.d Gaussian, their corresponding CS domain versions are uncorrelated (but dependent on the same CS matrix). So the CLD cannot infer anything about the watermarks.

As discussed in Section III.C.(1), if a practical system chooses to use the same CS matrix for multiple images to reduce the secure watermark detection complexity, multiple image data in the same CS domain will be presented to the CLD simultaneously, in which case their dependencies on the same CS matrix may reveal the correlations and Euclidean distances ([11] shows the distance preserving property of the CS transformation) between the images, and may be used to reduce the attacking complexity. In addition, statistical information of the multimedia data is common sense knowledge [21], which may also be used to reduce the attacking complexity. The RIP property in Section II.A suggests that the CS transformation can preserve the energy of the original data, which means the overall energy of the image’s DCT coefficients is leaked to the CLD. But this problem can be addressed, since the data holder can normalize all the original data vectors before outsourcing the CS encrypted data to the CLD, and the normalization will not affect the performance of the watermark detection. More analysis considering the above security concerns will be studied in our future work.

3) Comparison to Previous Works and Complexity Evaluation: When compared to previous works, our framework has the following advantages:

1) Our framework utilizes the computing and storage resource of the cloud simultaneously and provides better efficiency and flexibility as the encrypted image data (and the encrypted watermark pattern under some circumstances, if so chosen) can be reused for multiple watermark detections in the cloud.

2) Most of the existing secure watermark detection works paid little attention to the privacy of the multimedia data, while our framework protects the privacy of the self-collected data.

We compare the communication cost of our framework to other secure watermarking systems such as [6] under the following setting (chosen for the sake of complexity evaluation and comparison): the Paillier public key domain value takes 2048 bits; the image size is 1000×1; the secure CS transformation protocol is executed with a CS matrix size of 1000×1000 and a watermark size of 1000×1. We focus our evaluation on the communication cost of the data in the public key encryption domain, since it is the dominant factor over other communication cost. The watermark pattern is transformed to the CS domain in the initial step: DH needs to send WO around 256 MB of data (i.e., public key encrypted CS matrix) and WO needs to send 0.256 MB of data (i.e., public key encrypted watermark pattern) to DH. As analyzed above, when multiple images can be transformed to the same CS domain and the CS encrypted watermark pattern exists in the CLD, there is no communication cost between DH and WO for secure watermark detection. Note that for the previous secure watermarking systems such as [6], each time when secure watermark detection is performed on a new image, DH (corresponding to the verifier in [6]) has to work with WO (corresponding to the prover in [6]), which introduces computational and communication overhead for both DH and WO. As given in [6], the communication overhead to execute the zero-knowledge watermark detection protocol once is in the order of 1MB when the length of the watermark signal reaches 1000. In Fig. 4, we show that as the number of target images for secure watermark detection increases, our framework (when all the target images are transformed to the same CS domain) outperforms previous secure watermark detection systems such as [6] in terms of communication cost. Our framework has much better scalability and higher efficiency when performing secure watermark detection on a large number (e.g., thousands) of images, even though our framework has the semi-honest assumption that [6] is not constrained to.
It is also very important to note that previous secure watermark detection methods [3]–[7] assume the multimedia data is available to all the parties and do not consider the privacy of the multimedia data. It might be possible to adapt those methods to protect the privacy of the multimedia data by encrypting it into a public key encryption domain. Then the computational and communication overhead will be increased significantly.

IV. EXPERIMENTAL RESULT

A. Experimental Settings and Notations

We tested the proposed system using some standard $512 \times 512$ images. For the watermark detection, there are several detection methods proposed in [8]. We choose the one in which the watermark pattern used for watermark detection is directly generated from a Normal distribution $N(0, 1)$. Given a CS matrix $\Phi_{m \times n}$, $m/n$ will be referred to as the compressive sensing rate (CS rate). Since the CS matrix size will be extremely large if we convert the $512 \times 512$ image to a vector for CS transformation. Instead, we cut the image into pieces and each piece contains $64 \times 8 \times 8$ DCT blocks. Selective DCT coefficients of each piece will form a vector and be transformed to a CS domain with the same CS rate but using different CS matrices. The data in the CS domain from all pieces is treated as $\{p_i\}$. Similarly, we get $\{r_i\}$ from the $512 \times 512$ original watermark pattern. We test the watermark detection performance when different numbers of DCT components are transformed to the CS domain as $DCT^2$. In the rest of this section, “Top AC xx” means top 20 AC coefficients in the zigzag order are selected as $DCT^2$.

B. Scaling Floating Point to Integer Error Analysis

Since the MPC protocol is based on the Paillier public key system which requires integers as input, we scale the floating point values to integers with certain scaling factors. We test the error introduced by the conversion by comparing the result from secure CS transformation protocol to CS transformation with the original CS matrix and the watermark pattern. As shown in Table I, the MSE decreases significantly as the scaling factor increases.

<table>
<thead>
<tr>
<th>Scaling factor</th>
<th>1E3</th>
<th>1E4</th>
<th>1E5</th>
<th>1E6</th>
<th>1E7</th>
<th>1E8</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>2.24</td>
<td>3.48</td>
<td>3.12</td>
<td>3.05</td>
<td>3.31</td>
<td>3.52</td>
</tr>
<tr>
<td>E-5</td>
<td>E-7</td>
<td>E-9</td>
<td>E-11</td>
<td>E-13</td>
<td>E-15</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CS rate</th>
<th>1.0</th>
<th>0.7</th>
<th>0.4</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$ (mean/variance)</td>
<td>-3.3E-03/</td>
<td>-3.3E-03/</td>
<td>-3.7E-03/</td>
<td>-5.1E-03/</td>
</tr>
<tr>
<td></td>
<td>1.98E-06</td>
<td>2.5E-06</td>
<td>3.64E-06</td>
<td>7.4E-06</td>
</tr>
<tr>
<td>$H_0$ (mean/variance)</td>
<td>1.69E-04/</td>
<td>8.59E-04/</td>
<td>-3.7E-03/</td>
<td>-1.63E-03/</td>
</tr>
<tr>
<td></td>
<td>2.39E-06</td>
<td>2.99E-06</td>
<td>5.09E-06</td>
<td>9.79E-06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>$\frac{1}{n}(x_{i}y_{i})^2$</th>
<th>$\frac{1}{n}(x_{i}y_{i})^2$</th>
<th>$\lambda$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top AC 63</td>
<td>0.0179</td>
<td>0.0879</td>
<td>0.0704</td>
<td>2.24</td>
</tr>
<tr>
<td>Top AC 40</td>
<td>0.0301</td>
<td>0.089</td>
<td>0.0602</td>
<td>1.75</td>
</tr>
<tr>
<td>Top AC 30</td>
<td>0.0367</td>
<td>0.0926</td>
<td>0.0577</td>
<td>1.62</td>
</tr>
<tr>
<td>Top AC 20</td>
<td>0.0486</td>
<td>0.0707</td>
<td>0.0243</td>
<td>1.21</td>
</tr>
<tr>
<td>Top AC 10</td>
<td>0.1582</td>
<td>0.1627</td>
<td>0.0092</td>
<td>1.02</td>
</tr>
</tbody>
</table>

![Fig. 5. Watermark detection in the CS domain under different CS rates when different DCT components are selected.](image)

The covariance is very small and close to zero. However, it is interesting to see that under $H_1$, the covariance term is concentrated around a very small negative value. This may suggest that the expected watermark detection output $q_{CS}$ might be slightly lower than the $\beta$ in Eq.(11). Table III summarizes some values for $\lambda$ in Eq. (12) and $\gamma$ in Eq.(13) using ‘Lenna’, when different DCT components are selected. It shows that the assertion $\lambda > 0$ is true. Furthermore, if “Top AC 10” is chosen as $DCT^2$, $\gamma$ is close to one, meaning that the CS transformation of such DCT channel coefficients will introduce nearly no distortion to the watermark detection. This is because almost all of the top 10 AC coefficients are selected for watermark embedding for the ‘Lenna’ image, while the distortions are mainly introduced by none-watermark-carriers that are mixed with watermark-carriers in the CS domain.

2) Watermark Detection in the CS Domain: Fig. 5 shows the watermark detection performance in the CS domain with different CS rates when different DCT components are selected.

The covariance is very small and close to zero. However, it is interesting to see that under $H_1$, the covariance term is concentrated around a very small negative value. This may suggest that the expected watermark detection output $q_{CS}$ might be slightly lower than the $\beta$ in Eq.(11). Table III summarizes some values for $\lambda$ in Eq. (12) and $\gamma$ in Eq.(13) using ‘Lenna’, when different DCT components are selected. It shows that the assertion $\lambda > 0$ is true. Furthermore, if “Top AC 10” is chosen as $DCT^2$, $\gamma$ is close to one, meaning that the CS transformation of such DCT channel coefficients will introduce nearly no distortion to the watermark detection. This is because almost all of the top 10 AC coefficients are selected for watermark embedding for the ‘Lenna’ image, while the distortions are mainly introduced by none-watermark-carriers that are mixed with watermark-carriers in the CS domain.

C. Secure Watermark Detection in the Compressive Sensing Domain

1) Assertions Validation: Table II summarizes the mean and variance of the sample covariance term in Equation (11) with different CS rates, under $H_1$ and $H_0$. The test result is based on several images including $512 \times 512$ ‘Lenna’, ‘Baboon’, ‘Barbara’, ‘Goldhill’, ‘Peppers’ and etc. We can see that
original domain in Table IV. Table IV and Fig. 5 show that watermark detection in the CS domain has lower performance than in the original domain. The distortion is introduced by the CS transformation. Fig. 5 also presents the estimated $q^{cs}$ based on Eq.(11). We can see that the estimated $q^{cs}$ and the tested real $q^{cs}$ agree with each other very well. The estimated $q^{cs}$ is calculated based only on the original signals and the CS rate, but not on the CS matrix used. It can be used as a reference to set a certain CS rate and achieve desired watermark detection performance in that CS domain. From Fig. 5, we can see that when top 20 AC’s are selected, the watermark detection performance is the best for the 512×512 ‘Lenna’ image. This is because most of the watermarks are embedded in the top 20 AC coefficients and $\gamma$ is relatively smaller as seen from Table III. The one with all the 63 AC coefficients selected has lower $q^{cs}$ value because the higher frequency DCT coefficients without watermark embedded will introduce noise to the watermark detection.

Fig. 6 shows the distribution of the statistic $q^{cs}$ with CS rate 0.1 using the top 20 AC coefficients as DCT$^2$ and the top 63 AC coefficients as DCT$^2$ (for the 512×512 ‘Lenna’ image).

---

<table>
<thead>
<tr>
<th>Top AC</th>
<th>Top AC</th>
<th>Top AC</th>
<th>Top AC</th>
<th>Top AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>40</td>
<td>30</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>5.6E+01</td>
<td>6.1E+01</td>
<td>5.6E+01</td>
<td>4.5E+01</td>
<td>2.5E+01</td>
</tr>
</tbody>
</table>

---

Table V and Fig. 8 present the test results with 512×512 ‘Baboon’ image, ‘Peppers’ image and etc. Table V gives the watermark detection results $q^{cs}$ in the CS domain and the estimated watermark detection performance $\beta$, when different images and different AC coefficients are selected with CS rate being 0.1. The first column also gives the watermark detection $q$ in the original domain. The table shows that even with a distortion to the test image, which is referred to as CS reconstruction attack (e.g., labeled as “CS recons atk, 63” in Fig. 7) for the watermark detection. We transform the top 63 (and 20) AC coefficients to a CS domain and perform watermark detection in the original domain after CS reconstruction. Fig. 7 shows that when the CS rate is very low, the performance could be inferior to CS domain watermark detection, due to significant loss of information in the CS reconstruction process. Compared with “CS recons atk, 63”, “CS recons atk, 20” of Fig. 7 shows that the watermark detection in the original domain is even lower than the CS domain across most CS rates. This is because most of the top 20 AC DCT channels are selected for watermark embedding and the CS reconstruction distortion to any of those channels will affect the watermark detection performance. However, the CS reconstruction distortion for “CS recons atk, 63” goes to the higher frequency DCT coefficients, most of which are not selected for watermark embedding.

---

**Table IV**

<table>
<thead>
<tr>
<th>Watermark Detection ($q$ Under $H_1$) in Original Domain With Different DCT Coefficients. (For the 512×512 ‘Lenna’ Image)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top AC</td>
</tr>
<tr>
<td>$q^{cs}$</td>
</tr>
</tbody>
</table>

---

**Fig. 7.** The mean of $q^{cs}$ at different CS rates under zero-mean Gaussian noise attack (i.e. “20 atk” means Gaussian noise with zero mean and standard deviation 20); The mean of $q$ in the original domain after CS reconstruction (i.e. if top 63 AC coefficients are selected for CS transformation, denoted as “CS recons atk, 63”). (for the 512×512 ‘Lenna’ image).

**Table V**

<table>
<thead>
<tr>
<th>Image</th>
<th>$q^{orig}$</th>
<th>TopAC 63</th>
<th>TopAC 20</th>
<th>TopAC 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Baboon’</td>
<td>1.16E+02</td>
<td>$\beta$</td>
<td>3.29E+01</td>
<td>1.70E+01</td>
</tr>
<tr>
<td>‘Barbara’</td>
<td>6.01E+01</td>
<td>$\beta$</td>
<td>1.45E+00</td>
<td>1.24E+01</td>
</tr>
<tr>
<td>‘Goldhill’</td>
<td>7.68E+01</td>
<td>$\beta$</td>
<td>1.42E+00</td>
<td>1.56E+01</td>
</tr>
<tr>
<td>‘Peppers’</td>
<td>5.57E+01</td>
<td>$\beta$</td>
<td>8.49E+00</td>
<td>1.04E+01</td>
</tr>
</tbody>
</table>

---

Table V and Fig. 8 present the test results with 512×512 ‘Baboon’ image, ‘Peppers’ image and etc. Table V gives the watermark detection results $q^{cs}$ in the CS domain and the estimated watermark detection performance $\beta$, when different images and different AC coefficients are selected with CS rate being 0.1. The first column also gives the watermark detection $q$ in the original domain. The table shows that even with a...
CS rate of 0.1, the watermark can still be successfully detected for all the images when different AC coefficients are selected. Furthermore, the table also confirms our analysis in Section II.C that \( \beta \) in Eq.(11) can be used for accurately estimating the expected watermark detection performance in the CS domain. Fig. 8 summarizes the watermark detection performance under different CS rates. The watermark detection performance in the CS domain for the ‘Baboon’ image is very good when top 63 AC coefficients are selected. This is because ‘Baboon’ is a highly textured image and many of its higher frequency DCT coefficients are also selected for watermark embedding.

**D. Compressive Sensing Encryption**

Fig. 9 shows the encryption results using the CS matrix as the encryption key. Fig. 9(d) shows that if a different CS matrix is used for the CS reconstruction, the reconstructed image is totally random. The block effect is due to the inverse-DCT operation on the 8\( \times \)8 DCT block. If watch closely, it can be observed that Fig. 9(c) still preserves the spatial contour of Fig. 9(b) roughly. The reason is that the CS transformation in our experiment is performed piece-wisely as mentioned in Section IV.A instead of treating the whole image as a single vector. As the RIP property given in Section II.A suggests, the CS transformation can preserve the energy of the original data. Such spatial contour similarity between DCT coefficients in the original domain and the CS domain can be removed by permuting the order of the pieces or by treating the whole image as a single vector.

**E. Compressive Sensing Reconstruction**

For privacy preserving storage, since the DCT coefficients are not perfectly sparse, the CS reconstruction will introduce distortion to the reconstructed image, especially when CS rate is low. The CS reconstruction error has been studied in many other works. Here we present our CS reconstruction experimental results when all AC components are transformed to a CS domain. In order to have a good quality image after the CS reconstruction, the CS rate needs to be high. Our experiments show that the PSNR (Peak Signal-to-Noise Ratio) is around 35 after the CS transformation/reconstruction process when the CS rate is 0.8, as shown in Fig. 10. Even when the CS rate is set to 1.0, the CS reconstruction algorithm (Orthogonal Matching Pursuit) still introduces distortion as we can see the PSNR is around 38. However, it should be noted that when the CS rate equals 1.0, the original DCT coefficients can be recovered perfectly given the inverse of the CS matrix, in which case CS reconstruction is not necessary.

**V. CONCLUSION**

This paper proposes a compressive sensing based secure signal processing framework that enables simultaneous secure watermark detection and privacy preserving storage. Our framework is secure under the semi-honest adversary model to protect the private data. Note that without the semi-honest assumption, our framework will fail to protect the secret values. For example, collusion between WO and CLD will cause the leakage of DH’s CS matrix. When compared to previous secure watermark detection protocols, our framework offers better efficiency and flexibility, and protects the privacy
of the multimedia data that has not yet been considered in the previous works. We have demonstrated that secure watermark detection in the CS domain is feasible theoretically and experimentally. More theoretical analysis of the covariance term in Eq. (11) will be conducted in the future work. In addition to watermark detection, our framework can also be extended for other secure signal processing algorithms. Future work also includes further evaluation of the robustness of the watermark detection in the CS domain under some other attacks. In addition to secure CS transformation, developing MPC protocols for secure CS reconstruction is part of our future work too.

APPENDIX I

Proof of Lemma 2:

An equivalent way to interpret the second formula from Lemma 1 [11] is:

\[ \text{Var}[P^TR|X,Y] = \frac{1}{m} \left( \sum_{i=1}^{n} x_i^2 \sum_{j=1}^{n} y_j^2 + \left( \sum_{i=1}^{n} x_i y_i \right)^2 \right) \]

Since given \( X \) and \( Y \), \( \{p_i\} \) and \( \{r_i\} \) are both i.i.d. Gaussian, then \( z_{cs}^i \sim p_i r_i \) are i.i.d. therefore:

\[ \text{Var}(z_{cs}^i|X,Y) = \frac{1}{m} \text{Var}[P^TR|X,Y] \]

\[ = \frac{1}{m} \left( \sum_{i=1}^{n} x_i^2 \sum_{j=1}^{n} y_j^2 + \sum_{i=1}^{n} x_i^2 \sum_{j=1}^{n} y_j^2 \right) \]

The proof above is based on Lemma 1. However, the link of the proof for Lemma 1’s second equation is invalid in [11]. We give our proof of Lemma 2 here, in case the reader is interested.

\[ E(V_{z_{cs}^i}^2|X,Y) = \text{Var}(z_{cs}^i|X,Y) \]

\[ = \text{Var}\left( \sum_{i=1}^{n} (\Phi_{i,a} x_i + \Phi_{i,b} y_i) \right) \]

\[ = \sum_{a=1}^{n} \sum_{b=1}^{n} \sum_{c=1}^{n} \sum_{d=1}^{n} \text{Cov}[\Phi_{i,a} \Phi_{j,b}, x_a y_b x_c y_d] \]

\[ = \sum_{a=1}^{n} \sum_{b=1}^{n} \sum_{c=1}^{n} \sum_{d=1}^{n} x_a y_b x_c y_d \times \text{Cov}[\Phi_{i,a} \Phi_{i,b}, \Phi_{i,c} \Phi_{i,d}] \]

There are three different values for \( \text{Cov}[\Phi_{i,a} \Phi_{i,b}, \Phi_{i,c} \Phi_{i,d}] \):

1. When \( a = b = c = d \):

   Based on the moment-generating function of a Gaussian distribution, it is easy to derive the second and fourth moments of \( \Phi_{i,a} \sim N(0, \frac{1}{m}) \) as:

   \[ E(\Phi_{i,a}^2) = \frac{1}{m}, \quad E(\Phi_{i,a}^4) = \frac{3}{m^2} \]

   Then:

   \[ \text{Cov}[\Phi_{i,a} \Phi_{i,a}, \Phi_{i,a} \Phi_{i,a}] = \text{Var}(\Phi_{i,a}^2) \]

   \[ = E(\Phi_{i,a}^4) - E^2(\Phi_{i,a}^2) = \frac{2}{m^2} \]

2. When \( (a = c, b = d, a \neq b) \) or \( (a = d, b = c, a \neq b) \):

   \[ \text{Cov}[\Phi_{i,a} \Phi_{i,b}, \Phi_{i,c} \Phi_{i,b}] = \text{Var}(\Phi_{i,a} \Phi_{i,b}) \]

   \[ = \text{Var}(\Phi_{i,a}) \ast \text{Var}(\Phi_{i,b}) = \frac{1}{m^2} \]

3. Without loss of generality, when \( a \) is not equal to any of \( bcd \):

   \[ \text{Cov}(\Phi_{i,a} \Phi_{i,b} \Phi_{i,c} \Phi_{i,d}) \]

   \[ = E(\Phi_{i,a} \Phi_{i,b} \Phi_{i,c} \Phi_{i,d}) - E(\Phi_{i,a} \Phi_{i,b}) E(\Phi_{i,c} \Phi_{i,d}) \]

   \[ = E(\Phi_{i,a}) E(\Phi_{i,b} \Phi_{i,c} \Phi_{i,d}) - E(\Phi_{i,a}) E(\Phi_{i,b}) E(\Phi_{i,c} \Phi_{i,d}) = 0 \]

Then we have:

\[ x_a y_b x_c y_d \text{Cov}[\Phi_{i,a} \Phi_{i,b} \Phi_{i,c} \Phi_{i,d}] \]

\[ = \left\{ \begin{array}{ll}
   \frac{2 a x_i y_i^2}{m^2}, & \text{if } a = b = c = d \\
   \frac{a x_i y_i}{m^2}, & \text{if } (a = c, b = d, a \neq b) \\
   0, & \text{otherwise}
\end{array} \right. \]

Therefore:

\[ E(V_{z_{cs}^i}^2|X,Y) = \frac{1}{m} \left( \sum_{i=1}^{n} x_i^2 \sum_{j=1}^{n} y_j^2 + \sum_{i=1}^{n} x_i^2 \sum_{j=1}^{n} y_j^2 \right) \]
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