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Abstract—This paper addresses the problem of delivering data packets for highly dynamic mobile ad hoc networks in a reliable and timely manner. Most existing ad hoc routing protocols are susceptible to node mobility, especially for large-scale networks. Driven by this issue, we propose an efficient Position-based Opportunistic Routing (POR) protocol which takes advantage of the stateless property of geographic routing and the broadcast nature of wireless medium. When a data packet is sent out, some of the neighbor nodes that have overheard the transmission will serve as forwarding candidates, and take turn to forward the packet if it is not relayed by the specific best forwarder within a certain period of time. By utilizing such in-the-air backup, communication is maintained without being interrupted. The additional latency incurred by local route recovery is greatly reduced and the duplicate relaying caused by packet reroute is also decreased. In the case of communication hole, a Virtual Destination-based Void Handling (VDVH) scheme is further proposed to work together with POR. Both theoretical analysis and simulation results show that POR achieves excellent performance even under high node mobility with acceptable overhead and the new void handling scheme also works well.
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1 INTRODUCTION

Mobile ad hoc networks (MANETs) have gained a great deal of attention because of its significant advantages brought about by multihop, infrastructure-less transmission. However, due to the error prone wireless channel and the dynamic network topology, reliable data delivery in MANETs, especially in challenged environments with high mobility remains an issue. Traditional topology-based MANET routing protocols (e.g., DSDV, AODV, DSR [1]) are quite susceptible to node mobility. One of the main reasons is due to the predetermination of an end-to-end route before data transmission. Owing to the constantly and even fast changing network topology, it is very difficult to maintain a deterministic route. The discovery and recovery procedures are also time and energy consuming. Once the path breaks, data packets will get lost or be delayed for a long time until the reconstruction of the route, causing transmission interruption.

Geographic routing (GR) [2] uses location information to forward data packets, in a hop-by-hop routing fashion. Greedy forwarding is used to select next hop forwarder with the largest positive progress toward the destination while void handling mechanism is triggered to route around communication voids [3]. No end-to-end routes need to be maintained, leading to GR’s high efficiency and scalability. However, GR is very sensitive to the inaccuracy of location information [4]. In the operation of greedy forwarding, the neighbor which is relatively far away from the sender is chosen as the next hop. If the node moves out of the sender’s coverage area, the transmission will fail. In GPSR [5] (a very famous geographic routing protocol), the MAC-layer failure feedback is used to offer the packet another chance to reroute. However, our simulation reveals that it is still incapable of keeping up with the performance when node mobility increases.

In fact, due to the broadcast nature of the wireless medium, a single packet transmission will lead to multiple reception. If such transmission is used as backup, the robustness of the routing protocol can be significantly enhanced. The concept of such multicast-like routing strategy has already been demonstrated in opportunistic routing ([6], [7], [8]). However, most of them use link-state-style topology database to select and prioritize the forwarding candidates. In order to acquire the internode loss rates, periodic network-wide measurement is required, which is impractical for mobile environment. As mentioned in [9], the batching used in these protocols also tends to delay packets and is not preferred for many delay sensitive applications. Recently, location-aided opportunistic routing has been proposed [10] which directly uses location information to guide packet forwarding. However, just like the other opportunistic routing protocols, it is still designed for static mesh networks and focuses on network throughput while the robustness brought upon by opportunistic forwarding has not been well exploited.

In this paper, a novel Position-based Opportunistic Routing (POR) protocol is proposed, in which several forwarding candidates cache the packet that has been received using MAC interception. If the best forwarder does not forward the packet in certain time slots, suboptimal candidates will take turn to forward the packet according to a locally formed order. In this way, as long as one of the candidates succeeds in receiving and forwarding the packet, the data transmission will not be interrupted. Potential multipaths are exploited on the fly on a per-packet basis, leading to POR’s excellent robustness.
The main contributions of this paper can be summarized as follows:

- We propose a position-based opportunistic routing mechanism which can be deployed without complex modification to MAC protocol and achieve multiple reception without losing the benefit of collision avoidance provided by 802.11.
- The concept of in-the-air backup significantly enhances the robustness of the routing protocol and reduces the latency and duplicate forwarding caused by local route repair.
- In the case of communication hole, we propose a Virtual Destination-based Void Handling (VDHV) scheme in which the advantages of greedy forwarding (e.g., large progress per hop) and opportunistic routing can still be achieved while handling communication voids.
- We analyze the effect of node mobility on packet delivery and explain the improvement brought about by the participation of forwarding candidates.
- The overhead of POR with focus on buffer usage and bandwidth consumption due to forwarding candidates’ duplicate relaying is also discussed. Through analysis, we conclude that due to the selection of forwarding area and the properly designed duplication limitation scheme, POR’s performance gain can be achieved at little overhead cost.
- Finally, we evaluate the performance of POR through extensive simulations and verify that POR achieves excellent performance in the face of high node mobility while the overhead is acceptable.

The rest of this paper is organized as follows: we present the protocol design of POR and complementary mechanisms in Section 2. VDHV is depicted in Section 3. Section 4 analyzes the effect of node mobility on packet delivery and reveals the benefits brought about by the participation of forwarding candidates. Redundancy in POR, including memory consumption and duplicate relaying due to opportunistic forwarding will also be discussed. In Section 5, we evaluate the performance of proposed schemes by simulation and compare them with other routing protocols. Section 6 reviews the related work and conclusions are given in Section 7.

2 POSITION-BASED OPPORTUNISTIC ROUTING

2.1 Overview

The design of POR is based on geographic routing and opportunistic forwarding. The nodes are assumed to be aware of their own location and the positions of their direct neighbors. Neighborhood location information can be exchanged using one-hop beacon or piggyback in the data packet’s header. While for the position of the destination, we assume that a location registration and lookup service which maps node addresses to locations is available just as in [5]. It could be realized using many kinds of location service ([11], [12]). In our scenario, some efficient and reliable way is also available. For example, the location of the destination could be transmitted by low bit rate but long range radios, which can be implemented as periodic beacon, as well as by replies when requested by the source.

When a source node wants to transmit a packet, it gets the location of the destination first and then attaches it to the packet header. Due to the destination node’s movement, the multihop path may diverge from the true location of the final destination and a packet would be dropped even if it has already been delivered into the neighborhood of the destination. To deal with such issue, additional check for the destination node is introduced. At each hop, the node that forwards the packet will check its neighbor list to see whether the destination is within its transmission range. If yes, the packet will be directly forwarded to the destination, similar to the destination location prediction scheme described in [4]. By performing such identification check before greedy forwarding based on location information, the effect of the path divergence can be very much alleviated.

In conventional opportunistic forwarding, to have a packet received by multiple candidates, either IP broadcast or an integration of routing and MAC protocol is adopted. The former is susceptible to MAC collision because of the lack of collision avoidance support for broadcast packet in current 802.11, while the latter requires complex coordination and is not easy to be implemented. In POR, we use similar scheme as the MAC multicast mode described in [13]. The packet is transmitted as unicast (the best forwarder which makes the largest positive progress toward the destination is set as the next hop) in IP layer and multiple reception is achieved using MAC interception. The use of RTS/CTS/DATA/ACK significantly reduces the collision and all the nodes within the transmission range of the sender can eavesdrop on the packet successfully with higher probability due to medium reservation.

As the data packets are transmitted in a multicast-like form, each of them is identified with a unique tuple (src_ip, seq_no) where src_ip is the IP address of the source node and seq_no is the corresponding sequence number. Every node maintains a monotonically increasing sequence number, and an ID_Cache to record the ID (src_ip, seq_no) of the packets that have been recently received. If a packet with the same ID is received again, it will be discarded. Otherwise, it will be forwarded at once if the receiver is the next hop, or cached in a Packet List if it is received by a forwarding candidate, or dropped if the receiver is not specified. The packet in the Packet List will be sent out after waiting for a certain number of time slots or discarded if the same packet is received again during the waiting period (this implicitly means a better forwarder has already carried out the task).

The basic routing scenario of POR can be simply illustrated in Fig. 1. In normal situation without link break, the packet is forwarded by the next hop node (e.g., nodes A, E) and the forwarding candidates (e.g., nodes B, C; nodes F, G) will be suppressed (i.e., the same packet in the Packet List will be dropped) by the next hop node’s transmission. In case node A fails to deliver the packet (e.g., node A has moved out and cannot receive the packet), node B, the forwarding candidate with the highest priority, will relay the packet and suppress the lower priority candidate’s forwarding (e.g., node C) as well as node S. By using the feedback from MAC layer, node S will remove node A from the neighbor list and select a new next hop node for the
subsequent packets. The packets in the interface queue taking node A as the next hop will be given a second chance to reroute. For the packet pulled back from the MAC layer, it will not be rerouted as long as node S overhears node B’s forwarding.

### 2.2 Selection and Prioritization of Forwarding Candidates

One of the key problems in POR is the selection and prioritization of forwarding candidates. Only the nodes located in the forwarding area [14] would get the chance to be backup nodes. The forwarding area is determined by the sender and the next hop node. A node located in the forwarding area satisfies the following two conditions: 1) it makes positive progress toward the destination; and 2) its forwarding area satisfies the following two conditions: 1) it is located in the forwarding area; and 2) its distance to the next hop node should not exceed half of the transmission range of a wireless node (i.e., $R/2$) so that ideally all the forwarding candidates can hear from one another. In Fig. 1, the area enclosed by the bold curve is defined as the forwarding area. The nodes in this area, besides node A (i.e., nodes B, C), are potential candidates. According to the required number of backup nodes, some (maybe all) of them will be selected as forwarding candidates. The priority of a forwarding candidate is decided by its distance to the destination. The nearer it is to the destination, the higher priority it will get. When a node sends or forwards a packet, it selects the next hop forwarder as well as the forwarding candidates among its neighbors. The next hop and the candidate list comprise the forwarder list. Algorithm 1 shows the procedure to select and prioritize the forwarder list. The candidate list will be attached to the packet header and updated hop by hop. Only the nodes specified in the candidate list will act as forwarding candidates. The lower the index of the node in the candidate list, the higher priority it has.

#### Algorithm 1. Candidate Selection

```
ListN: Neighbor List
ListC: Candidate List, initialized as an empty list
ND: Destination Node
base: Distance between current node and ND

if find(ListN, ND) then
    next_hop ← ND
    return
end if

for i ← 0 to length(ListN) do
    ListN[i].dist ← dist(ListN[i], ND)
end for
```

### 2.3 Limitation on Possible Duplicate Relaying

Due to collision and nodes’ movement, some forwarding candidates may fail to receive the packet forwarded by the next hop node or higher priority candidate, so that a certain amount of duplicate relaying would occur. If the forwarding candidate adopts the same forwarding scenario as the next hop node, which means it also calculates a candidate list, then in the worst case, the propagation area of a packet will cover the entire circle comprising the destination as the center and the radius can be as large as the distance between the source and the destination. To limit such duplicate relaying, only the packet that has been forwarded by the source and the next hop node is transmitted in an opportunistic fashion and is allowed to be cached by multiple candidates. In other words, only the source and the next hop node need to calculate the candidate list, while for the packet relayed by a forwarding candidate, the candidate list is empty. Actually, such scheme has already been implied in Fig. 1b (e.g., node B only forwards the packet to node G). In this way, the propagation area of a packet is limited to a certain band between the source and the destination, as illustrated in Fig. 2. Moreover, with the use of ID cache, duplicate packets will be dropped soon and would not propagate any further.

<table>
<thead>
<tr>
<th>(src_ip, dst_ip)</th>
<th>next_hop</th>
<th>candidate_list</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N1, N11)</td>
<td>N4</td>
<td>N5, N6</td>
</tr>
<tr>
<td>(N2, N12)</td>
<td>N7</td>
<td>N8, N9</td>
</tr>
</tbody>
</table>

**Table 1** Forwarding Table in POR
Fig. 2. Duplicate relaying is limited in the region enclosed by the bold curve.

2.4 MAC Modification and Complementary Techniques

2.4.1 MAC Interception
We leverage on the broadcast nature of 802.11 MAC: all nodes within the coverage of the sender would receive the signal. However, its RTS/CTS/DATA/ACK mechanism is only designed for unicast. It simply sends out data for all broadcast packets with CSMA. Therefore, packet loss due to collisions would dominate the performance of multicast-like routing protocols. Here, we did some alteration on the packet transmission scenario. In the network layer, we just send the packet via unicast, to the best node which is elected by greedy forwarding as the next hop. In this way, we make full utilization of the collision avoidance supported by 802.11 MAC. While on the receiver side, we do some modification of the MAC-layer address filter: even when the data packet’s next hop is not the receiver, it is also delivered to the upper layer but with some hint set in the packet header indicating that this packet is overheard. It is then further processed by POR. Hence, the benefit of both broadcast and unicast (MAC support) can be achieved.

2.4.2 MAC Callback
When the MAC layer fails to forward a packet, the function implemented in POR—\texttt{mac\_callback} will be executed. The item in the forwarding table corresponding to that destination will be deleted and the next hop node in the neighbor list will also be removed. If the transmission of the same packet by a forwarding candidate is overheard, then the packet will be dropped without reforwarding again; otherwise, it will be given a second chance to reroute. The packets with the same next hop in the interface queue which is located between the routing layer and MAC layer will also be pulled back for rerouting. As the location information of the neighbors is updated periodically, some items may become obsolete very quickly especially for nodes with high mobility. This scheme introduces a timely update which enables more packets to be delivered.

2.4.3 Interface Queue Inspection
One of the key points of POR is that when an intermediate node receives a packet with the same ID (i.e., same source address and sequence number), it means a better forwarder has already taken over the function. Hence, it will drop that packet from its packet list. Besides maintaining the packet list, we also check the interface queue. We do this because when the packet arrives at the routing layer, the same packet might have already been sent down to the lower layers by the current node. With additional inspection of the interface queue, we further decrease the duplicate packets appearing in the wireless channel.

3 Virtual Destination-Based Void Handling
In order to enhance the robustness of POR in the network where nodes are not uniformly distributed and large holes may exist, a complementary void handling mechanism based on virtual destination is proposed.

3.1 Trigger Node
The first question is at which node should packet forwarding switch from greedy mode to void handling mode. In many existing geographic routing protocols, the mode change happens at the void node, e.g., Node B in Fig. 3. Then, Path 1 (A-B-E-⋯) and/or Path 2 (A-B-C-F-⋯) (in some cases, only Path 1 is available if Node C is outside Node B’s transmission range) can be used to route around the communication hole. From Fig. 3, it is obvious that Path 3 (A-C-F-⋯) is better than Path 2. If the mode switch is done at Node A, Path 3 will be tried instead of Path 2 while Path 1 still gets the chance to be used. A message called void warning, which is actually the data packet returned from Node B to Node A with some flag set in the packet header, is introduced to trigger the void handling mode. As soon as the void warning is received, Node A (referred to as trigger node) will switch the packet delivery from greedy mode to void handling mode and rechoose better next hops to forward the packet. Of course, if the void node happens to be the source node, packet forwarding mode will be set as void handling at that node without other choice (i.e., in this case, the source node is the trigger node).

3.2 Virtual Destination
To handle communication voids, almost all existing mechanisms try to find a route around. During the void handling process, the advantage of greedy forwarding cannot be achieved as the path that is used to go around the hole is usually not optimal (e.g., with more hops compared to the possible optimal path). More importantly, the robustness of multicast-style routing cannot be exploited. In order to enable opportunistic forwarding in void handling, which means even in dealing with voids, we can still transmit the packet in an opportunistic routing like fashion, virtual destination is introduced, as the temporary target that the packets are forwarded to.

Virtual destinations are located at the circumference with the trigger node as center (Fig. 4), but the radius of the circle is set as a value that is large enough (e.g., the network
While GPSR undergoes a much longer route of 15 hops, in which VDVH achieves the optimal path of seven hops. Given the work that has been done in [15], VDVH thus still has the potential to deal with all kinds of communication voids, since not all the neighbors of the current node are covered. However, for most situations, it is effective. For those communication holes with very strange shape, a reposition scheme has been proposed [15] to smooth the edge of the hole. Given the work that has been done in [15], VDVH thus still has the potential to deal with all kinds of communication voids. Fig. 5 shows an example in which VDVH achieves the optimal path of seven hops while GPSR undergoes a much longer route of 15 hops.

3.3 Switch Back to Greedy Forwarding

A fundamental issue in void handling is when and how to switch back to normal greedy forwarding. From Fig. 4 we can see that the forwarding area in void handling can be divided into two parts: A-I and A-II. To prevent the packet from deviating too far from the right direction or even missing the chance to switch back to normal greedy forwarding, the candidates in A-I should be preferred and are thus assigned with a higher priority in relaying. Therefore, a scaling parameter is introduced for the candidates located in A-II. The progress toward the virtual destination made by these nodes is multiplied by a coefficient \( \eta \) (0 < \( \eta < 1 \)), called scaling parameter which is set as 0.75 in our experiment.

After a packet has been forwarded to route around the communication void for more than two hops (including two hops), the forwarder will check whether there is any potential candidate that is able to switch back. If yes, that node will be selected as the next hop, but the mode is still void handling. Only if the receiver finds that its own location is nearer to the real destination than the void node and it gets at least one neighbor that makes positive progress towards the real destination, it will change the forwarding mode back to normal greedy forwarding.

3.4 Path Acknowledgment and Disrupt Message

In VDVH, if a trigger node finds that there are forwarding candidates in both directions, the data flow will be split into two where the two directions will be tried simultaneously for a possible route around the communication void. In order to reduce unnecessary duplication, two control messages are introduced, namely, path acknowledgment and reverse suppression. If a forwarding candidate receives a packet that is being delivered or has been delivered in void handling mode, it will record a reverse entry. Once the packet reaches the destination, a path acknowledgment will be sent along the reverse path to inform the trigger node. Then, the trigger node will give up trying the other direction. For the same flow, the path acknowledgment will be periodically sent (not on per-packet basis; otherwise, there will be too many control messages). If there is another trigger node upstream, the path acknowledgment will be further delivered to that node, and so on.

On the other hand, if a packet that is forwarded in void handling mode cannot go any further or the number of hops traversed exceeds a certain threshold but it is still being delivered in void handling mode, a DISRUPT control packet will be sent back to the trigger node as reverse suppression. Once the trigger node receives the message, it will stop trying that direction.

4 ANALYSIS

In this section, theoretical analysis on the robustness of POR will be conducted. The overhead inclusive of memory consumption and duplicate relaying will also be discussed. Since our focus lies on the effect of node mobility, an ideal wireless channel is assumed in the following part and the unit disc graph model will be used by default: a link between two nodes exists if and only if the distance between them is less than a certain threshold. When two nodes are located inside each others’ coverage range \( (R) \), bidirectional data transmission between them can be achieved without failure.1

4.1 Robustness versus Mobility

Owing to node mobility, it is impossible that the location information of a node’s neighbors which is maintained through beacon exchange is always up to date. Therefore, an error disc \( b(x, r_e) \) corresponding to each neighbor exists from the current node’s perspective, with \( x \) as the latest obtained coordinate of the neighbor. The radius of the error disc \( r_e \) is the maximum deviation from \( x \) and the value of \( r_e \) varies with the elapsed time, \( t \), since the last update and is defined as follows:

1. Here, we only consider the forwarding failure caused by node mobility while the effect of the unreliable wireless link has not been taken into consideration. We believe that in the light traffic case with retransmission scheme implemented in the MAC layer, node mobility should be the main factor resulting in the packet forwarding failure.
where \( v^m \) represents the maximum relative speed and \( bt \) is the neighbor update interval. Since each node periodically updates its own location via beacon messages in an asynchronous fashion, the sampling error discs corresponding to different neighbors are of different sizes, as shown in Fig. 6.

Assume there are \( N \) forwarding candidates. We denote \( C_0 \) as the next hop and \( C_{i, i \in [1,N]} \) as the forwarding candidates, so \( C_{i, i \in [1,N]} \) is generally referred to as a forwarder (inclusive of the next hop and the forwarding candidates). Consider a particular forwarder \( C_i \) as an example. At a specific elapsed time \( t \) since the last update, given the values of the nodes’ relative speeds \( V_r = v \), the deviation from the latest updated location of \( C_i \) can be expressed as follows:

\[
r_i(t, v) = v \cdot t, \quad 0 \leq t < bt.
\]

Further, given the distance between \( C_i \) and \( S_i \), \( L_i = l(0 < l \leq R) \), we can see from Fig. 6b that only if \( r_i(t, v) + l > R \), then \( C_i \) may move out of \( S_i \)’s transmission range, and the corresponding probability is given by

\[
p_i(t, v, l) = P\{C_i \text{ is out} \mid t, V_r = v, L_i = l\} = \begin{cases} \beta_i(t, v, l)/\pi, & vt + l > R, \\ \frac{\pi}{2}, & \text{otherwise}, \end{cases}
\]

where \( 2\beta_i(t, v, l) \) represents the range of direction toward which the movement of \( C_i \) will cause it to be out of \( S_i \)’s transmission range as shown with the bold curve in Fig. 6b. \( \beta_i(t, v, l) \) can be expressed as

\[
\beta_i(t, v, l) = \arccos \left( \frac{R^2 - l^2 - (vt)^2}{2l \cdot vt} \right).
\]

From (4), we can see that \( \beta_i \) grows as the value of \( vt \) increases, leading to a higher probability of \( C_i \) moving out of \( S_i \)’s range. Since the mobility of a node is independent of each other, the relative speed between two nodes would not exceed \( 2v_{\text{max}} \) if the absolute node speed is distributed in \([v_{\text{min}}, v_{\text{max}}]\). On the other hand, \( t \) is upper bounded by \( bt \).

Thus, we can argue that node mobility and the location update interval are two main factors leading to packet forwarding failure due to the receiver moving, which will be evaluated at the end of this section.

2. Note that all the beacon messages will be correctly received by neighboring nodes due to the assumption of the ideal wireless channel. Therefore, \( bt \) here equals to the beacon broadcast interval.

Without loss of generality, packet forwarding time from \( S \) to \( C_i \) is uniformly distributed in \([0, bt]\). We can thus give the average probability that \( C_i \) has moved out of \( S_i \)’s transmission range when a packet from \( S \) is being sent to \( C_i \) as

\[
p_i = \int_0^R \int_0^{2v_{\text{max}}} \int_0^{bt} p_i(t, v, l) \frac{1}{bt} df_r(v) df_{L_i}(l) dl, \tag{5}
\]

where \( f_r(v) \) and \( f_{L_i}(l) \) are the pdf of \( V_r \) and \( L_i \), respectively. \( f_r(v) \) can be evaluated numerically when the pdf of the absolute speed \( f_r(v) \) is given \([16]\). For random way point (RWP) without pausing which we will use in our simulation, \( f_r(v) \) is given by \([17]\)

\[
f_r(v) = \left\{ \begin{array}{ll} v \cdot \ln(v_{\text{max}}/v_{\text{min}})^{-1}, & v_{\text{min}} \leq v \leq v_{\text{max}}, \\ 0, & \text{otherwise}. \end{array} \right.
\]

The corresponding \( f_{L_i}(l) \) is (refer to \([18, (4.4)]\))

\[
f_{L_i}(l) = \frac{1}{ln^2 \frac{v_{\text{max}}}{v_{\text{min}}}} \int_{0}^{l} \int_{0}^{v_{\text{min}}} v_{1} v_{2} f_r(v_1) f_r(v_2) dv_1 dv_2, \tag{7}
\]

where \( f_r(v_1) f_r(v_2) \) is expressed as (refer to \([18, (4.3)]\))

\[
f_r(v_1) f_r(v_2) = \begin{cases} \frac{v}{\pi v_1 v_2 \sqrt{1 - \frac{(v_1^2 + v_2^2 - v^2)^2}{2v_1 v_2}}}, & \text{if } |v_1 - v_2| < v < v_1 + v_2, \\ 0, & \text{otherwise}. \end{cases}
\]

For \( f_{L_i}(l) \), the situation gets a bit more complex, as the location of \( C_{i, i \in [1,N]} \) is closely associated with \( C_0 \). Without loss of generality, we get \( f_{L_i}(l) \) first and then calculate \( p_0 \). In most cases, \( p_{i, i \in [1,N]} \) is smaller than \( p_0 \) since \( C_0 \) is usually nearer to the boundary of the sender’s transmission range. By assuming \( p_{i, i \in [1,N]} = p_0 \), we can get some approximate result under challenging situations.

To calculate \( F_{L_i}(l) \), we find the corresponding cumulative distribution function (CDF) \( F_{L_i}(l) \) first. For \( C_0 \) to be the node with the highest priority, there must be no other nodes in the progress area toward the destination. As shown in Fig. 7, there is an arc of distance \( L_0 \) where \( C_0 \) has progressed towards the destination. The shaded area \( B_0 \) should not include any nodes (as required by the greedy routing protocol). Considering all possible positions on the arc.

3. Recall the forwarding candidate selection scheme in Section 2.2. The forwarding area is partially determined by \( C_0 \), as only the nodes within half of the transmission range of \( C_0 \) will get the opportunity to become a forwarding candidate. That is why we say the location of \( C_{i, i \in [1,N]} \) is closely associated with \( C_0 \), though nodes are independently located.
where \( NF \) is the number of nodes located in \( B_0 \) and \( \lambda \) is the node density. As the nodes are randomly distributed, \( N(B_i) \) can be modeled as a 2D Poisson point process [14]:

\[
P[N(B_i) = i|\Theta = \theta] = \left(\frac{\lambda B_i}{i!}\right) e^{-\lambda B_i}.
\]

And \( B_0 \) can be calculated as

\[
B_0 = R^2 \arccos\left(\frac{\cos\theta}{R}\right) - R\cos\theta\sin\left(\arccos\left(\frac{\cos\theta}{R}\right)\right). \tag{11}
\]

Assume \( \Theta \) is uniformly distributed in \((-\pi/2, \pi/2)\),

\[
F_{L_0}(l) = \int_{-\pi/2}^{\pi/2} e^{-\lambda B_0} \frac{1}{\pi} d\theta.
\]

By differentiation, we can finally get \( f_{L_0}(l) \) as follows:

\[
f_{L_0}(l) = \frac{d}{dl} F_{L_0}(l) = -\frac{\lambda}{\pi} \int_{-\pi/2}^{\pi/2} e^{-\lambda B_0} \frac{B_0}{\pi} d\theta. \tag{13}
\]

After the formulation of \( p_i \), we can give the probability (for one hop) that when a packet is being sent from \( S \), at least one of the \( N + 1 \) potential forwarders\(^4\) succeeds in receiving the packet (i.e., it is still within the transmission range of \( S \)) as follows:

\[
P_{\text{succ}}^1 = \{ P[N_F \geq 1](1 - p_0), \quad N = 0; \quad P[N_F \geq 1] \cdot P_{\text{hop}}^N, \quad N \geq 1 \}; \tag{14}
\]

where \( N_F \) is the number of nodes that make positive progress toward the destination. \( N = 0 \) corresponds to the traditional ad hoc routing protocols where no forwarding candidates participate. \( P_{\text{hop}}^N \) represents the probability that a packet can be successfully delivered when at most \( N \) \((N \geq 1)\) forwarding candidates are involved and it is expressed as follows:

\[
P_{\text{hop}}^N = \sum_{i=0}^{N-1} P[N_C = i] \left(1 - \prod_{j=0}^{i} p_j\right) + P[N_C \geq N] \left(1 - \prod_{j=0}^{N} p_j\right), \tag{15}
\]

where \( N_C \) is the number of potential candidates located in the forwarding area (defined in Section 2.2). Similar to \( N(B_0) \), both \( N_F \) and \( N_C \) can be modeled as a 2D Poisson point process. For simplicity, assume the area of the region within which nodes make progress toward the destination and the size of the forwarding area are \( \pi R^2/2 \) and \( \pi(R/2)^2/2 \), respectively, we can get \( P[N_F \geq 1] \) as

\[
P[N_F \geq 1] = 1 - P[N_F = 0] = 1 - e^{-\lambda \pi R^2/2}. \tag{16}
\]

\(^4\) We manually set a maximum number \( N \) of forwarding candidates as implied in Algorithm 1. Therefore, the total number of potential forwarders is \( N + 1 \), including the next hop. The effect of the value of \( N \) will be evaluated in the following parts.

And \( P\{N_C \geq N\} \) can be expressed as

\[
P\{N_C \geq N\} = 1 - \sum_{i=0}^{N-1} \left(\frac{(\lambda \pi R^2/8)^i}{i!}\right) e^{-\lambda \pi R^2/8}. \tag{17}
\]

The first term of (15) corresponds to the case in which the number of actual forwarding candidates is less than \( N \), while the second term corresponds to the case in which the number of potential forwarding candidates is larger than \( N \) and we only select the best \( N \) nodes out of them.

For simplicity,\(^5\) assume the per-hop packet forwarding is independent of each other, then the probability (denoted as analytical delivery ratio) that a packet is successfully delivered from the source to the destination under ideal wireless channel without route recovery scheme can be expressed as follows:\(^6\):

\[
P^N_{\text{succ}} = (P_{\text{hop}}^1)^N \tag{18}
\]

where \( N_h \) is the path length (number of hops).

According to the analytical formulas, we can see that node mobility (taking \( v_{max} \) as the metric), neighbor update interval \( \delta t \), node density \( \lambda \) and the maximum number of forwarding candidates \( N \) are four main factors affecting the value of \( P^N_{\text{succ}} \). In the following part, we do some numerical evaluations to show the effect of these variables. Assume the path length \( N_h \) is 5 hops and the minimum absolute node speed \( v_{min} \) is 1 m/s, we get the analytical delivery ratio as a function of \( v_{min} \) with different values of \( N \), \( \delta t \) and \( \lambda \) as shown in Fig. 8.

From Fig. 8, we can see that the involvement of forwarding candidates significantly improves the end-to-end delivery quality. The effect is most significant with the participation of the first candidate (i.e., \( N = 1 \)). When \( N \geq 2 \),

\(^5\) Since the nodes are randomly and independently distributed in the whole area, without considering the effect of wireless interference (e.g., in light traffic case, as assumed previously), we can roughly accept the independence between hops to simplify our analysis.

\(^6\) Actually, the involvement of forwarding candidates will probably introduce a slightly longer end-to-end path length. Here, we ignore such factor for simplicity. The more accurate value of \( P^N_{\text{hop}} \) should thus be lower than that calculated according to (18).
the improvement seems to be marginal. One reason is that in most cases, two backup nodes are enough. On the other hand, the available forwarding candidates are restricted due to the selection of forwarding area. The delivery ratio \( P_{\text{succ}}^{N_0} \) decreases significantly with the increased node mobility, while the failure ratio (i.e., \( 1 - P_{\text{succ}}^{N_0} \)) almost doubles as we set \( \delta t \) from 1 to 2 s, showing the great impact of these two factors as we have argued above. Meanwhile, we find that the node density plays an interesting role in affecting the analytical delivery ratio. As the network becomes denser (e.g., Fig. 8a \( \rightarrow \) 8c, 8b \( \rightarrow \) 8d), \( P_{\text{succ}}^{N_0} \) for \( N = 0 \) decreases due to the strategy used in greedy forwarding; with increased node density, the next hop selected is nearer to the boundary of the transmission range on average and thus it is easier to move out. However, the value of \( P_{\text{succ}}^{N_0} \) for \( N \geq 1 \) increases on the contrary, which can be explained as follows: when the node density is high, the probability that there are at least \( N \) nodes located in the forwarding area (i.e., \( P(N_C \geq N) \)) becomes higher, and thus the advantage brought by in-the-air backup can be fully utilized. Such benefit overcomes the negative effect caused by the increased density and makes the delivery ratio larger than its counterpart in sparser networks.

4.2 Memory Consumption and Duplicate Relaying

One main concern of POR is its overhead due to opportunistic forwarding, as several copies of a packet need to be cached in the forwarding candidates, leading to more memory consumption, and duplicate relaying would possibly happen if the suppression scheme fails due to node mobility.

However, it will be presented later that this is not a serious problem.

We first look into the issue of memory consumption. If a packet is received by a forwarding candidate \( C_{i,j}[1,N] \), it will be cached for a period of \( i\delta T \) at most according to the forwarding scheme described in Section 2.1, where \( \delta T \) is the time slot. Therefore, we can get the following upper bound for the length (number of packets cached) of the packet list \( Q_i \) at \( C_i \) for each flow:

\[
Q_i \leq r_s \cdot i\delta T,
\]

where \( r_s \) is the packet sending rate at the source of the data flow. Suppose \( r_s = 100 \) packets/s (which is relatively heavy traffic); since we have set \( \delta T = 0.01 \) s, \( Q_i \) would not exceed \( i \), indicating that the opportunistic forwarding scheme used in our protocol will not consume much memory resource.

Then, we look into the overhead due to duplicate relaying. According to the analytical result presented in Section 4.1, \( N = 2 \) is enough to provide near optimal performance gain. Therefore in the following part, we consider the cases where at most two forwarding candidates are involved to keep our analysis concise. Different situations corresponding to different \( N \) will be discussed separately. Note that in this section, we assume the existence of enough nodes in the forwarding area (e.g., when considering \( N = 2 \), there are at least two nodes located in the forwarding area besides the next hop), so as to concentrate on the impact of the number of forwarding candidates and ignore the influence of node density. On the other hand, symmetric wireless link has been assumed by default, e.g., if node A can hear from node B, node B can also hear from node A. Since the communication time as well as the time slot is much shorter than the time scale of node mobility, if \( C_{i,j}[N_0,N] \) can receive a packet from \( S \), \( S \) can also be acknowledged (by \( C_0 \)) or suppressed (by \( C_{i,j}[0,N] \)). The Expected Forwarding Times (EFT) are defined as the average number of times a packet is being forwarded and is used as the metric to evaluate duplicate forwarding.

4.2.1 \( N = 0 \) (No Forwarding Candidate Is Involved)

In this category, there are two possible cases: 1) the packet sent from \( S \) is successfully received by \( C_0 \), so it is forwarded only once; and 2) \( C_0 \) fails to receive the packet (i.e., it has moved out), then \( S \) reselects another next hop for this packet, and thus the packet is forwarded twice at this hop. Therefore, the expected forwarding times for \( N = 0 \) can be formulated as

\[
EFT_{0} = 1 \cdot \tilde{p}_0 + 2 \cdot p_0 = 1 + p_0,
\]

where \( p_0 \) comes from (5) and \( \tilde{p}_0 = 1 - p_0 \) represents the probability that \( C_0 \) succeeds in receiving the packet.

4.2.2 \( N = 1 \) (One Forwarding Candidate Is Involved)

In this category, the source of duplication is not only \( S \)'s rerouting, but also \( C_1 \)'s duplicate relaying due to its moving out (i.e., \( C_1 \) is no longer within \( C_0 \)'s transmission range but is still within \( S \)'s transmission range). The probability that the packet is forwarded once is

\[
P_{1|N=1} = p_0 p_1 + \tilde{p}_0 \tilde{p}_1 \quad \text{where} \quad P\{\text{dist}(C_0, C_1) \leq R(t)\},
\]

where \( P\{\text{dist}(C_0, C_1) \leq R(t)\} \) denotes the probability that when a packet is sent from \( S \) at time \( t \), the distance between \( C_0 \) and \( C_1 \) is smaller than \( R \). The first two terms of (21) represent the cases that only \( C_0 \) or \( C_1 \) has received the packet, while the third term corresponds to the case that both \( C_0 \) and \( C_1 \) have received the packet but \( C_1 \) is suppressed by \( C_0 \) (i.e., \( \text{dist}(C_0, C_1) \leq R(t) \) and thus no duplicate relaying is introduced. Since in this category a packet can only be forwarded once or twice, the probability that it is forwarded twice is actually complementary of \( P_{1|N=1} \):

\[
P_{2|N=1} = \tilde{p}_0 p_1 + \tilde{p}_0 \tilde{p}_1 \quad \text{where} \quad P\{\text{dist}(C_0, C_1) > R(t)\},
\]

where the first term represents the case that neither \( C_0 \) nor \( C_1 \) has received the packet and \( S \) has to reroute the packet, while the second term corresponds to the case that \( C_1 \) is not suppressed by \( C_0 \) (as shown in Fig. 9a) and duplicate relaying is introduced.

Recall the definition of the forwarding area. When choosing a node as forwarding candidate, the distance between this node and \( C_0 \) should not exceed \( R/2 \) (as shown in Fig. 9a). So, we argue that \( P\{\text{dist}(C_0, C_1) > R(t)\} \) is close to zero and can be ignored in our formulation. Substitute \( P\{\text{dist}(C_0, C_1) > R(t)\} = 0 \) into (21) and (22), we get the following approximate equations:

\[
P_{1|N=1} \approx \tilde{p}_0 p_1 + p_0 \tilde{p}_1 + \tilde{p}_0 \tilde{p}_1 = 1 - p_0 p_1,
\]

7. Actually, the suppression failure can also be caused by wireless fading or interference. In our analysis, we only consider the effect of node mobility as stated at the very beginning of this section.

8. Similar meaning for \( \tilde{p}_1 \) and \( \tilde{p}_3 \) in (21) to (27).
The expected forwarding times for $N = 1$ can thus be expressed as follows:

$$EFT_1 = 1 \cdot P_{1|N=1} + 2 \cdot P_{2|N=1} \approx 1 + p_0 p_1. \quad (25)$$

Compare $EFT_1$ with $EFT_0$, we can see that the involvement of $C_1$ reduces the duplication instead of increasing it. Owing to the candidate selection policy, $C_1$ will be suppressed by $C_0$ with high probability and only marginal duplicate relaying will be introduced, while the backup bought about by $C_1$ will significantly decrease the duplication due to $S$’s rerouting.

4.2.3 $N = 2$ (Two Forwarding Candidates Are Involved)

When two forwarding candidates are involved, we have to take duplicate relaying into more consideration. Though $C_1$ and $C_2$ will be suppressed by $C_0$ with high probability, in the case that $C_0$ moves out and $C_1$ forwards the packet instead, $C_2$ may not be successfully suppressed (as illustrated in Fig. 9b) since the initialized distance between $C_1$ and $C_2$ can be as far as $R$ and they are much more likely to get separated (i.e., being outside each other’s transmission range). Following the assumption that $C_1$ and $C_2$ will be suppressed by $C_0$ with probability 1 if either of them has overheard the packet, then the probability that a packet is forwarded once can be formulated as

$$P_{1|N=2} = p_0 + p_0 p_1 p_2 + p_0 p_1 p_2 + p_0 p_1 p_2 P_{\text{dist}(C_1, C_2) \leq R|t}, \quad (26)$$

where the first term represents the case that $C_0$ succeeds in receiving the packet and therefore we do not need to consider the overhearing of $C_1$ nor $C_2$ since no duplicate relaying will be introduced by assumption. The second and the third terms correspond to the cases that $C_0$ fails to receive the packet but only one of the forwarding candidates ($C_1$ or $C_2$) overhears it. The last term represents the case that $C_0$ fails to receive the packet while both $C_1$ and $C_2$ succeed in receiving it, but $C_2$ is suppressed by $C_1$, without introducing duplicate relaying. The probability that a packet is forwarded twice is complementary of $P_{1|N=2}$:

$$P_{2|N=2} \approx p_0 p_1 p_2 + p_0 p_1 p_2 P_{\text{dist}(C_1, C_2) > R|t}, \quad (27)$$

where the first term represents the case that none of the three nodes receives the packet (i.e., they all move out of the transmission range of $S$) and $S$ has to reroute the packet, while the second term corresponds to the case that $C_2$ fails to be suppressed by $C_1$ when $C_0$ does not receive the packet, resulting in duplicate relaying. The expected forwarding times for $N = 2$ are given by

$$EFT_2 = 1 \cdot P_{1|N=2} + 2 \cdot P_{2|N=2}. \quad (28)$$

Let $p_0 = p_1 = p_2 = p$ and $P_{\text{dist}(C_1, C_2) > R|t} = \alpha$, in which $p$ and $\alpha$ reflect the degree of node mobility, we get the curves of $EFT_0$, $EFT_1$, and $EFT_2(\alpha)$ with varying $p$ as shown in Fig. 10. It can be seen from the figure that when $N$ is increased from 1 to 2, not much duplicate relaying is introduced (since 0.1 is already a large enough value for $\alpha$). In addition, it can be further verified easily that $EFT_2$ would not be larger than $EFT_0$ under the assumption that $p_0 = p_1 = p_2 = p$.

5 PERFORMANCE EVALUATION

To evaluate the performance of POR, we simulate the algorithm in a variety of mobile network topologies in NS-2 [19] and compare it with AOMDV [20] (a famous multipath routing protocol) and GPSR [5] (a representative geographic routing protocol). The common parameters utilized in the simulations are listed in Table 2.

The improved random way point [21] without pausing is used to model nodes’ mobility. The minimum node speed is set to 1 m/s and we vary the maximum speed to change the mobility degree of the network. The following metrics are used for performance comparison:

- **Packet delivery ratio.** The ratio of the number of data packets received at the destination(s) to the number of data packets sent by the source(s).
- **End-to-end delay.** The average and the median end-to-end delay are evaluated, together with the cumulative distribution function of the delay.
- **Path length.** The average end-to-end path length (number of hops) for successful packet delivery.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC Protocol</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Propagation Model</td>
<td>Two-ray Ground</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>Random Way Point (RWP)</td>
</tr>
<tr>
<td>Mobility Model</td>
<td>Constant Bit Rate (CBR)</td>
</tr>
<tr>
<td>Traffic Type</td>
<td>256 Bytes</td>
</tr>
<tr>
<td>Packet Size</td>
<td>80</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>900 sec</td>
</tr>
<tr>
<td>Simulation Time</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9. (a) The case that $C_1$ is out of $C_0$’s transmission range is rare. (b) $C_1$ and $C_2$ may be out of each others’ transmission range when $N = 2$.

Fig. 10. $EFT$ with different $N$. 
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Packet forwarding times per hop (FTH). The average number of times a packet is being forwarded from the perspective of routing layer to deliver a data packet over each hop.

Packet forwarding times per packet (FTP). The average number of times a packet is being forwarded from the perspective of routing layer to deliver a data packet from the source to the destination.

Among the metrics, FTH and FTP are designed to evaluate the amount of duplicate forwarding. For unicast-style routing protocols, packet reroute caused by path break accounts for FTH being greater than 1. On the other hand, for those packets who fail to be delivered to the destination(s), the efforts that have already been made in forwarding the packets are still considered in the calculation of FTH, as FTH is calculated as follows:

$$FTH = \frac{N_s + N_f}{\sum_{i=1}^{N_r} N_{hi}}. \quad (29)$$

where $N_s$, $N_f$, and $N_r$ are the number of packets sent at the source(s), forwarded at intermediate nodes, and received at the destination(s), respectively. $N_{hi}$ is the number of hops for the $i$th packet that is successfully delivered. Unlike FTH, FTP averages the total number of times a packet is being forwarded on a per-packet basis:

$$FTP = \frac{N_s + N_f}{N_r}. \quad (30)$$

5.1 Forwarding Candidate Number Evaluation

We first evaluate the effect of the number of forwarding candidates (i.e., $N$) on POR’s performance. Generally, larger value of $N$ will result in higher robustness as more nodes serve as backups. However, it also means more memory resources need to be consumed and a higher percentage of duplicate relaying. In addition, the increase in the number of forwarding candidates will also enlarge the packet header, thus introducing more overhead. Therefore, a trade-off between the robustness and the required resource exists, in which the number of forwarding candidates plays an important role.

The network topology used in our simulation is illustrated in Fig. 11: 80 nodes are deployed in a rectangular area of size $1,200 \times 800$ m. The source (S) and the destination (D) are fixed at the two ends to create a long enough end-to-end path length ($\approx 5$ hops), while the remaining 78 mobile nodes move according to the RWP model that we have described. A CBR flow is injected into the network at a rate of 10 packets per second (i.e., 20 Kbps), starting at 170 s and ending at 870 s. We vary the value of $N$ from 0 to 4 and measure the packet delivery ratio, the median end-to-end delay, and the packet forwarding times per hop. The simulation results, averaged over 10 independent runs, are shown in Fig. 12.

From Fig. 12a, we can see that though more forwarding candidates yield a higher packet delivery ratio, only the involvement of the first forwarding candidate achieves the most significant performance gain, while the improvement becomes less and less observable when $N$ continues to increase, which is consistent with our theoretical analysis presented in Section 4.1. Note that in the operation of routing protocols when link break happens, some recovery scheme (e.g., packet rerouting) will be triggered to salvage the packet. Hence, the simulated delivery ratio tends to be higher than the analytical one, especially for the protocol without forwarding candidates (i.e., POR(0)). On the other hand, the measured result should be lower than the analytical one due to the impact of wireless interference on the contrary. These two factors, together with ignoring the change of the path length (as mentioned in footnote 6), contribute to the difference between the simulated delivery ratio and the analytical delivery ratio.

Fig. 12b shows that the median end-to-end delay grows more or less linearly with the number of forwarding candidates. The reason is due to the increased packet size as the IP addresses of the forwarding candidates are attached to the packet header. Pertaining to duplicate relaying (Fig. 12c), we can see that the involvement of forwarding candidates reduces the value of FTH instead of introducing more duplication, especially when the node mobility is high, as shown in Section 4.2. Note that the calculation of FTH also takes the wasted forwarding of lost packets into consideration. Thus, the improvement in packet delivery ratio also contributes to the reduction of FTH. When more candidates...
participate in packet forwarding, FTH grows gradually as expected.

Based on the simulation results together with our analysis, we make the following conclusion: in most cases, two candidates are enough to provide high robustness while keeping the overhead relatively low. Thus in the following experiments, we all set the number of forwarding candidates as 2.

5.2 Effect of Mobility: Single-Flow Case

To evaluate the effect of mobility on the performance of routing protocols, we first consider the single-flow case in uniformly distributed network. The same simulation scenario as that of Section 5.1 (Fig. 11) is used to create a path length controllable dynamic topology. The results based on 10 independent runs are listed in Fig. 13.

Fig. 13a highlights the effectiveness of the backup in the air utilized by POR. Even when the maximum node speed increases to 50 m/s, POR still enables nearly 99 percent of the packets to reach the destination while the delivery ratios of AOMDV and GPSR both decrease significantly. It can be observed that when the maximum node speed is not larger than 15 m/s, GPSR still outperforms AOMDV but the reverse is true when node mobility keeps increasing. The reason is due to the location sensitivity of GPSR, which becomes more serious when the path length is large as the routing decision is made hop by hop, resulting in a multiplier effect. For AOMDV, though multiple paths are exploited for backup, it still fails to maintain high packet delivery ratio in the face of highly dynamic network topology.

From Figs. 13b and 13c, we can see that POR is not only effective but also efficient. It delivers as many as possible packets at extremely low delay. The near optimum path length (Fig. 13d) contributes to the efficiency. On the other hand, the mitigation of route recovery because of forwarding candidates’ collaboration reduces the end-to-end delay significantly. Especially in highly dynamic network, frequent occurrence of link breaks due to node mobility would introduce substantial latency for the immediately affected few packets, which can be as long as several seconds. These packets will dominate the average delay. The rare occurrence, if any, of such highly delayed packets in POR underscores POR’s prominent performance as shown in Fig. 13b where POR can efficiently maintain uninterrupted communication. With respect to the CDF of latency (Figs. 13g and 13h), the curve for POR converges to 100 percent very quickly while in the other two protocols, there is a certain number of packets experiencing extremely long delay.

As for the overhead, Figs. 13e and 13f show that POR's excellent performance is not at the cost of increased duplication. On the contrary, both the FTH and FTP of POR are the lowest, further verifying POR’s outstanding efficiency. From the result, we can conclude that POR achieves the highest bandwidth utilization among the three routing protocols.

As a summary, POR outperforms AOMDV and GPSR in packet delivery ratio, end-to-end delay, as well as resource (bandwidth) efficiency. Benefiting from the per-hop routing decision and thus stateless property, GPSR seems to be better than AOMDV when the node mobility is not so high but fails to keep up the performance when node mobility exceeds a certain threshold.

5.3 Effect of Mobility: Multiflow Case

To fully evaluate the performance of POR in the face of node mobility, the multiflow case is also taken into consideration. In our simulation setup, 80 mobile nodes are located in a 1,200 m × 600 m rectangular region, similar to that used in the previous experiments, but all the nodes move according to the RWP model. For traffic, 10 CBR flows are simulated and each flow sends at a rate of 4 Kbps. The results are illustrated in Fig. 14.

Comparing with Fig. 13, we find that the difference is not distinct. POR still enjoys a clear win over the other two. Owing to multiple flows, the curves of CDF are smoother. Interestingly, we find that GPSR outperforms AOMDV. The main reason is due to the shortened path length.9 The

9. Note that in the multiflow case, the source and destination pairs are randomly chosen from the mobile nodes which are evenly distributed in the whole simulation area (actually, nodes tend to be concentrated in the central area when using RWP as the mobility model [17]). So on average, the path length is shorter than that in the single-flow case.
multiplier effect caused by inaccurate location information is alleviated and the performance gain from hop-by-hop routing makes GPSR more tolerant to node mobility than AOMDV in the shorter path length scenario.

5.4 Effect of Communication Hole

To test the effectiveness of VDVH, we further evaluate the routing performance in mobile networks with a communication hole. We create a network topology as illustrated in Fig. 15. The source and destination nodes are fixed at the two ends of the rectangle while the remaining 78 nodes move in the annular region according to the RWP model. The central gray area is simulated as the communication hole with no mobile node distributed. The traffic setup is the same as that in Section 5.1. By changing the maximum node speed, we obtain the simulation results shown in Fig. 16.

From Fig. 16a, we can observe that in the face of communication hole, GPSR’s void handling mechanism fails to work well. Even when the maximum node speed is 5 m/s, only 90 percent of the data packets get delivered which is relatively poor compared to the other protocols. As for POR, the improvement is not so significant since in the current implementation, VDVH is unable to deal with all cases of communication voids. However, when the node mobility is high (e.g., when the maximum node speed is larger than 25 m/s), POR still performs better.

With respect to the path length, the end-to-end hops of GPSR are the largest due to the usage of perimeter mode, while POR still achieves the shortest path length (Fig. 16d), leading to the low latency (Figs. 16b, 16c, 16g, and 16h). As for the result of FTH and FTP, POR outperforms the other two as usual while GPSR performs worst indicating that the perimeter mode of GPSR is incapable of working well in mobile environment. Our new void handling scheme, though simple, is quite tolerant to node mobility and is endowed with the capability of finding the shortest path around the communication hole.

6 RELATED WORK

To enhance a system’s robustness, the most straightforward method is to provide some degree of redundancy. According to the degree of redundancy, existing robust routing protocols for MANETs can be classified into two categories. One uses the end-to-end redundancy, e.g., multipath routing, while the other leverages on the hop-by-hop redundancy which takes advantage of the broadcast nature of wireless medium and transmits the packets in an opportunistic or cooperative way. Our scheme falls into the second category.

Multipath routing, which is typically proposed to increase the reliability of data transmission [22] in wireless ad hoc networks, allows the establishment of multiple paths between the source and the destination. Existing multipath routing protocols are broadly classified into the following three types: 1) using alternate paths as backup (e.g., [20], [23], [24]); 2) packet replication along multiple paths (e.g., [13], [25]); and 3) split, multipath delivery, and reconstruction using some coding techniques (e.g., [26], [27]). However, as discussed in [28], it may be difficult to find suitable number of independent paths. More importantly, in the face of high node mobility, all paths may be broken with considerably high probability due to constantly changing topology, especially when the end-to-end path length is long, making multipath routing still incapable of providing satisfactory performance.

In recent years, wireless broadcast is widely exploited to improve the performance of wireless communication. The concept of opportunistic forwarding, which was used to
increase the network throughput ([6], [7]), also shows its
great power in enhancing the reliability of data delivery.
In the context of infrastructure networks, by using
opportunistic overhearing, the connectivity between the
mobile node and base station (BS) can be significantly
improved. In [29], an opportunistic retransmission protocol
PRO is proposed to cope with the unreliable wireless
channel. Implemented at the link layer, PRO leverages on
the path loss information Receiver Signal Strength Indicator
(RSSI) to select and prioritize relay nodes. By assigning
the higher priority relay a smaller contention window size, the
node that has higher packet delivery ratio to the destination
will be preferred in relaying. With respect to the impact of
mobility, Wu et al. [30] investigate the WiFi connectivity for
moving vehicles, with focus on the cooperation among BSs.
BSs that overhear a packet but not its acknowledgment
probabilistically relay the packet to the intended next hop.
With the help of auxiliary BSs, the new protocol performs
much better than those schemes with only one BS
participating in the communication even if advanced link
prediction and handover methods are involved. However,
due to the lack of strict coordination between BSs, false
positives and false negatives exist.
While the aforementioned two schemes deal with
the issues in WLANs, the authors of [31] concentrate on
the robust routing in mobile wireless sensor networks. In
the proposed RRP, traditional ad hoc routing mechanism is used
to discover an intended path while the nodes nearby act as
guard nodes. Leveraging on a modified 802.11 MAC, guard
nodes relay the packet with prioritized backoff time when
the intended node fails. If the failure time exceeds a certain
threshold, the guard node who has recently accomplished
the forwarding will become the new intended node. A
potential problem is that such substitution scheme may lead
to suboptimal paths. Unlike RRP, our protocol uses location
information to guide the data flow and can always archive
near optimal path. On the other hand, our scheme focuses on
the route discovery from the perspective of network layer
and no such complex MAC modification is necessary.
Forwarding candidates are coordinated using the candidate
list and no contention would happen. By limiting the
forwarding area, duplication can also be well controlled.

7 CONCLUSIONS
In this paper, we address the problem of reliable data
delivery in highly dynamic mobile ad hoc networks. Constantly changing network topology makes conventional
ad hoc routing protocols incapable of providing satisfactory
performance. In the face of frequent link break due to node
mobility, substantial data packets would either get lost, or
experience long latency before restoration of connectivity.
Inspired by opportunistic routing, we propose a novel
MANET routing protocol POR which takes advantage of
the stateless property of geographic routing and broadcast
nature of wireless medium. Besides selecting the next hop,
several forwarding candidates are also explicitly specified
in case of link break. Leveraging on such natural backup in
the air, broken route can be recovered in a timely manner.
The efficacy of the involvement of forwarding candidates
against node mobility, as well as the overhead due to
opportunistic forwarding is analyzed. Through simulation,
we further confirm the effectiveness and efficiency of POR.
High packet delivery ratio is achieved while the delay and
duplication are the lowest.
On the other hand, inherited from geographic routing,
the problem of communication void is also investigated. To
work with the multicast forwarding style, a virtual
destination-based void handling scheme is proposed. By
temporarily adjusting the direction of data flow, the
advantage of greedy forwarding as well as the robustness
brought about by opportunistic routing can still be achieved
when handling communication voids. Traditional void
handling method performs poorly in mobile environments
while VDVH works quite well.
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